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Abstract. We study the family of Dirichlet L-functions of all even primitive characters of
conductor at most Q, where Q is a parameter tending to∞. For an arbitrary positive integer
k, we approximate the twisted 2kth moment of this family by using Dirichlet polynomial
approximations of Lk(s, χ) of length X, with Q < X < Q2. Assuming the Generalized
Lindelöf Hypothesis, we prove an asymptotic formula for these approximations of the twisted
moments. Our result agrees with the prediction of Conrey, Farmer, Keating, Rubinstein,
and Snaith for this family of L-functions, and provides the first rigorous evidence beyond
the diagonal terms for their conjectured asymptotic formula for the general 2kth moment
of this family.
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1. Historical overview and motivation

In recent decades, there has been much interest and measured progress in the study of
moments of L-functions. The program has its beginnings in the study of the 2kth moment

Mk(T ) :=

∫ T

0

∣∣ζ
(
1
2

+ it
)∣∣2k dt

of the Riemann zeta-function ζ(s), where k is any positive real number. A great deal of effort
has been made to understand Mk(T ) for different values of k as T → ∞, yet asymptotic
formulas for Mk(T ) have remained stubbornly out of reach in all but a few cases. In 1918,
Hardy and Littlewood [HL18] showed that M1(T ) ∼ T log T as T → ∞, and in 1926 Ingham
[Ing26] showed that M2(T ) ∼ (2π2)−1T log4 T as T → ∞. To date, an asymptotic formula
is not known to hold for any other Mk(T ). Historically, the original motivation for studying
Mk(T ) has been to prove the Lindelöf Hypothesis (LH), which asserts that1 for any ε > 0,
ζ(1/2 + it) ≪ tε as t → ∞. In fact, if one could show that Mk(T ) ≪ T 1+ε for all positive
integers k and arbitrarily small ε > 0, then LH would follow [Tit86, Theorem 13.2]. Proving
an asymptotic formula for Mk(T ) for any integer k ≥ 3 is now considered an important
problem in its own right.

A folklore conjecture predicts that if k is a positive real number, then, for some unspecified
constant ck, we have Mk(T ) ∼ ckT (log T )k

2
as T → ∞. In support of this conjecture, it is

now known due to the work of many authors that

T (log T )k
2 ≪Mk(T ) ≪ T (log T )k

2

,

where the lower bound holds for any real k ≥ 0, and the upper bound holds unconditionally
for 0 ≤ k ≤ 2 and conditionally on the Riemann Hypothesis for k > 2 (see [Ram78], [Ram80],
[Hea81a], [Sou09], [RS13], [Har13], [BCR17], [BCR17], [HRS19]), and [HS22]). The problem
of finding an asymptotic formula for Mk(T ) for k ≥ 3 is so intractable that, up until recently,
there had been no viable guess for the exact value of the coefficient ck in the conjecture
Mk(T ) ∼ ckT (log T )k

2
for any integer k ≥ 3. In 1993, Conrey and Ghosh [Con93; CG98]

predicted the exact value of c3. Later, Conrey and Gonek [CG01] used a different approach
to conjecture the exact values of both c3 and c4. Both approaches involve heuristic number-
theoretic arguments, and the predicted values of c3 agree. Recently, Ng [Ng21] has made
the heuristic argument of Conrey and Gonek rigorous, and used it to prove an asymptotic
formula for M3(T ) under the assumption of an additive divisor conjecture.

A breakthrough was made in the late 90’s when Keating and Snaith [KS00a] modeled
Mk(T ) via characteristic polynomials of large random matrices. Doing so allowed them to
conjecture the exact value of ck for all complex k with Re(k) ≥ −1/2. Remarkably, their
predictions agree with the Conrey-Ghosh-Gonek conjectures for c3 and c4 . Later, Diaconu,
Goldfeld, and Hoffstein [DGH03] used the theory of multiple Dirichlet series to conjecture
the value of ck for all natural numbers k. Despite the differences between these approaches,
all the conjectures agree.

Keating and Snaith [KS00b; KS03] have made analogous predictions for various families
of L-functions. One family that has received much attention in the literature is the family
of all primitive Dirichlet L-functions of modulus q. Precisely, let χ mod q be a primitive

1Here and throughout this paper, we employ Vinogradov notation and use f ≪ g to mean f = O(g).
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Dirichlet character, and let

L(s, χ) =
∞∑

n=1

χ(n)

ns
=
∏

p

(
1 − χ(p)

ps

)−1

, Re(s) > 1

be its associated Dirichlet L-function. In 1931, Paley [Pal31] showed that
∑

χ |L(1/2, χ)|2 ∼
(φ2(q)/q) log q as q → ∞, where the sum is over all characters modulo q. The work of
Heath-Brown [Hea81b] shows

∑∗

χ mod q

|L(1
2
, χ)|4 ∼ φ∗(q)

2π2

∏

p|q

(1 − 1
p
)3

(1 + 1
p
)

(log q)4, q → ∞

with some restrictions on q, where ∗ is used to indicate that the sum is over primitive
characters and φ∗(q) is the number of primitive characters modulo q. Soundararajan [Sou07]
improved the result to hold for all q. Young [You11] showed that this asymptotic formula
holds with a power savings error term when the modulus q is prime. Progress for this family
is at the same level as that of the zeta-function, and asymptotic expressions have only been
obtained for the second and fourth moments. Likewise, sharp lower and upper bounds for
the 2kth moments can be computed; see [RS05], [Sou09], [Hea10], [Har13], and [HS22].

By averaging over all q ≤ Q, Huxley [Hux70] used the large sieve inequality to obtain upper
bounds of the predicted order of magnitude for

∑
q≤Q

∑∗
χ mod q |L(1/2, χ)|2k with k = 3, 4.

A recent innovation of Conrey, Iwaniec, and Soundararajan [CIS11] allowed them to prove
an asymptotic formula for the sixth moment averaged over all q, albeit with an additional
small averaging over the critical line [CIS12b]. Their method, called the asymptotic large
sieve, was later refined by Chandee and Li [CL14] in the context of the eighth moment with
the same additional averaging. The asymptotic large sieve has also been used to study the
zeros of primitive Dirichlet L-functions (see [CIS12a], [CIS13], [Cha+14]) and the twisted
second moment [CIS19]. (See Section 5 for a more detailed discussion on the asymptotic
large sieve.)

Inspired by the discovery of Keating and Snaith, Conrey, Farmer, Keating, Rubinstein,
and Snaith [Con+05] used random matrix theory as a guide to formulate a heuristic, which
we refer to as “the CFKRS recipe” or simply “the recipe,” that predicts precise asymptotic
formulas for integral moments of various families of L-functions. For the family of primitive
Dirichlet L-functions, the CFKRS recipe leads to the conjecture

∑

q≤Q

∑∗

χ mod q

∣∣L
(
1
2
, χ
)∣∣2k ∼ ck

∑

q≤Q

∑∗

χ mod q

∏

p|q

(
∞∑

m=0

(
m+k−1
k−1

)2

pm

)−1

(log q)k
2

, Q→ ∞

for all positive integers k, with an explicit value of ck. More generally, the CFKRS recipe
predicts an asymptotic formula for

(1.1)
∑

q≤Q

∑∗

χ mod q

∏

α∈A

L
(
1
2

+ α, χ
) ∏

β∈B

L
(
1
2

+ β, χ
)
,

where A,B are finite multisets of small complex numbers, which we refer to as “shifts.” These
shifts allowed Conrey et al. [Con+05] to write the conjecture as a combinatorial sum that
reveals some underlying structure in the asymptotic formula. Within each term in the sum,
the shifts appear in an arrangement that involves element exchanges between the multisets
A and B. Thus each term in the conjectured asymptotic formula can be described as having
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ℓ “swaps,” where ℓ is the number of elements exchanged by each multiset with the other.
Each ℓ-swap term may contain leading order terms, lower order terms, or both. We precisely
state the conjecture in the context of our main theorem in Conjecture 2.1 below.

The CFKRS recipe arrives at the conjecture by assuming that certain terms are negligible
in the calculation of the moment. While this leads to the “final simple answer that should
emerge” [Con+05, page 35], the heuristic does not indicate how or why those terms can be
ignored. Recently, Conrey and Keating [CK15a], [CK15b], [CK15c], [CK16], [CK19] have de-
veloped a new approach to this problem for ζ(s) using Dirichlet polynomial approximations.
They estimate the moments

∫ 2T

T

∏

α∈A

ζ(1
2

+ α + it)
∏

β∈B

ζ(1
2

+ β − it) dt

by approximating the product over α ∈ A by a Dirichlet polynomial of length X and doing
the same for the product over β ∈ B. One of their early observations suggests that the size
of X determines the values of ℓ for which the ℓ-swap terms contribute at most o(T ) to the
conjectured asymptotic formula. In particular, they predict that if X < T/(2π) then all
but the zero-swap term contribute o(T ). Similarly, if T/π < X < T 2/(4π2) then all but the
zero- and one-swap terms should contribute o(T ), if T 2/π2 < X < T 3/(8π3) then all but the
zero-, one-, and two-swap terms should contribute o(T ), and so on.

This prediction reveals the difficulty in obtaining asymptotic formulas for higher moments
of L-functions. Historically, the approach to calculating moments has been to use the ap-
proximate functional equation, and this is in fact the approach used in the CFKRS recipe.
For low moments (with k = 1, 2, say), only the so-called “diagonal” terms from the approx-
imate functional equation contribute to the main term. On the other hand, the previously
mentioned conjectures of Conrey et al. and Conrey and Keating indicate that high moments
have the more delicate and challenging feature that some of the “off-diagonal” terms actu-
ally contribute to the main term. In order to extract these contributions, more sophisticated
techniques are needed.

2. Main result

We are interested in understanding the twisted 2kth moment of all primitive Dirichlet
L-functions of modulus q, averaged over all moduli q ≤ Q. To state the result precisely, we
must introduce a bit of notation. In Section 3, we give a more comprehensive overview of
the notation used in this article, with clarifying examples.

For a finite multiset A = {α1, α2, . . . , αr} of complex numbers αi, we define τA(m) for
positive integers m by

τA(m) :=
∑

m1···mr=m

m−α1
1 · · ·m−αr

r ,

where the sum is over all positive integers m1, . . . ,mr such that m1 · · ·mr = m. Thus, if χ
is a Dirichlet character, then

∞∑

m=1

τA(m)χ(m)

ms
=
∏

α∈A

L(s+ α, χ)

for all s such that the left-hand side converges absolutely, where the product on the right-hand
side is over all α ∈ A, counted with multiplicity. For any multiset A and s ∈ C, we define As
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to be the multiset A with s added to each element. In other words, if A = {α1, α2, . . . , αr},
then

As := {α1 + s, α2 + s, . . . , αr + s}.
If A and B are multisets, then we let A∪B denote the multiset sum of A and B and ArB
denote the multiset difference. We write A− to denote the multiset A with each element
multiplied by −1.

In this paper, we study the moments (1.1) with twists χ(h)χ(k) using Dirichlet polynomial
approximations. Thus the main object that we are interested in is

S(h, k) :=
∞∑

q=1

W

(
q

Q

) ∑♭

χ mod q

χ(h)χ(k)
∞∑

m=1

τA(m)χ(m)√
m

V
(m
X

) ∞∑

n=1

τB(n)χ(n)√
n

V
( n
X

)
,

(2.1)

where W is a smooth, nonnegative function that is compactly supported on (0,∞), the
symbol ♭ denotes that the sum is over all even, primitive characters modulo q, and V is a
smooth, nonnegative function that is compactly supported on [0,∞) and satisfies V (0) > 0.
Note that the length of the m-sum, as well as the n-sum, is of the same order of magnitude
as X. Note also that we use the symbol k in (2.1) for the twist χ(k). This k should not be
interpreted as the same k we use when we refer to the 2kth moment.

In order to state the asymptotic formula for S(h, k) that is predicted by the CFKRS recipe,
we define

Iℓ(h, k) :=
∞∑

q=1
(q,hk)=1

W

(
q

Q

) ∑♭

χ mod q

1

(2πi)2

∫

(ε)

∫

(ε)

Xs1+s2Ṽ (s1)Ṽ (s2)

×
∑

U⊆A,V⊆B
|U |=|V |=ℓ

∏

α∈U

X (1
2

+ α + s1)

qα+s1

∏

β∈V

X (1
2

+ β + s2)

qβ+s2

×
∑

1≤m,n<∞
mh=nk
(mn,q)=1

τAs1rUs1∪(Vs2 )
−(m)τBs2rVs2∪(Us1 )

−(n)
√
mn

ds2 ds1,

(2.2)

where ε > 0 is an arbitrarily small constant,

Ṽ (s) :=

∫ ∞

0

V (x)xs−1 dx

is the Mellin transform of V , and

X (s) := πs−
1
2

Γ(1
2
− 1

2
s)

Γ(1
2
s)

.

Here, the sum over U, V should be interpreted as taking into account the multiplicity of
the elements in A and B. The sum Iℓ(h, k) is precisely the sum of all the ℓ-swap terms
from the recipe prediction. We call these terms the “ℓ-swap terms” because the multiset
As1 r Us1 ∪ (Vs2)

− results from taking the set As1 and replacing the ℓ elements of Us1 with
the negatives of the ℓ elements in Vs2 . Similarly, Bs2 r Vs2 ∪ (Us1)

− results from taking the
multiset Bs2 and replacing the ℓ elements of Vs2 with the negatives of the ℓ elements in Us1 .
Thus, we are swapping ℓ elements from As1 with ℓ elements from (Bs2)

−. In particular,
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I0(h, k) is the zero-swap term, I1(h, k) is the sum of the one-swap terms, and so on. We
remark that the m,n-sum should be interpreted as its analytic continuation, which we write
explicitly in (4.3) below.

In Section 4, we show how to derive the following conjecture for the asymptotic behavior
of S(h, k) using the CFKRS recipe.

Conjecture 2.1. Let A and B be finite multisets of complex numbers ≪ 1/ logQ, where Q
is a large parameter. Define S(h, k) by (2.1). Then, for all X > 0,

S(h, k) ∼
min{|A|,|B|}∑

ℓ=0

Iℓ(h, k), as Q→ ∞.

Towards this conjecture, we prove the following theorem.

Theorem 2.2. Let Q be a large parameter and X = Qη with 1 < η < 2. Let A and B be
finite multisets of complex numbers ≪ 1/ logQ, and define S(h, k) by (2.1). Then, assuming
the Generalized Lindelöf Hypothesis, we have

(2.3) S(h, k) = I0(h, k) + I1(h, k) + E(h, k),

where the error term E(h, k) satisfies, for arbitrarily small ǫ > 0,

(2.4)
∑

h,k≤Qϑ

λhλk√
hk

E(h, k) ≪ǫ,|A|,|B|,V,W Q1+ϑ
2
+ η

2
+ǫ +Q

5
2
− η

2
+ϑ+ǫ

uniformly for 0 < ϑ < 2 − η and arbitrary complex numbers λh such that λh ≪ε h
ε for

arbitrarily small ε > 0.

Theorem 2.2 proves that, under GLH, the zero- and one-swap terms conjectured by the
CFKRS recipe are correct. This provides the first rigorous evidence beyond the diagonal
terms for the conjecture of Conrey et al. [Con+05] for the general 2kth moment of this
family.

While the recipe provides a detailed prediction for the asymptotic formula satisfied by
(2.1), at present it seems difficult to rigorously prove all the steps involved. We thus approach
the problem in a different way using the asymptotic large sieve, which in recent years has
become one of the primary tools for studying moments of our family of L-functions. Our
general strategy in proving Theorem 2.2 is based on the approach of Conrey et al. [CIS19],
who applied the asymptotic large sieve to study the twisted second moment. Thus, our
work is similar to theirs in many respects. However, there are crucial differences due to the
generality of our situation and the intricacy of the predicted asymptotic formula that we aim
to prove.

The crux of the proof is to uncover the one-swap terms and then show that they match
the prediction in Conjecture 2.1. The difficulty here is that while Conjecture 2.1 tells us
what the one-swap terms should look like, and the asymptotic large sieve gives us a general
idea of where we might find them, neither gives any indication on how to extract the one-
swap terms. We achieve this through delicate and deliberate contour integration by breaking
the predicted one-swap terms into several residues (Section 9.1), doing the same for one of
the main terms brought about by the use of the asymptotic large sieve (Section 9.2), and
then matching these residues to show that they are asymptotically equal via Euler product
identities (Section 9.3).
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Remarks

• The main terms in (2.3) are of size about Q2. If we also assume that ϑ < (η − 1)/2,
then the right hand side of (2.4) is ≪ Q2−δ for some δ > 0.

• It can be shown using (3.10), (3.12), and (4.3) below that, if A,B are as in The-
orem 2.2, then Iℓ(h, k) ≪ Q2−2ℓε+δX2ε(hk)δ for arbitrarily small δ > 0. Hence, if
X = Qη with η < ℓ, then Iℓ(h, k) ≪ Q2−δ(hk)δ for some δ > 0. Thus Theorem 2.2 is
consistent with Conjecture 2.1 when X = Qη with 1 < η < 2.

• We assume the Generalized Lindelöf Hypothesis (GLH) in a few key places, which
we identify throughout the course of the proof. In each of these instances, there may
be a large number of zeta-functions or L-functions that we need to bound. If the
cardinalities of A and B are not too large, then it may be possible to carry out these
estimations unconditionally.

• For convenience, we have only considered even primitive characters. For odd char-
acters, some parts of the arguments are simpler, while in other parts only small
changes are needed. The conclusion of the theorem for odd primitive characters is
the same except that we must replace the function X (s) with πs−

1
2 Γ(2−s

2
)/Γ( s+1

2
) in

the definition of Iℓ(h, k). We describe the changes to the proof carefully in Section 5.
• The terms I0(h, k) and I1(h, k) are both holomorphic functions of the shifts α ∈ A

and β ∈ B. We prove this fact at the end of Section 11. We may use (11.7) as
a convenient way to evaluate I1(h, k) when some of the elements in A ∪ B have
multiplicity greater than 1. In particular, we can use (11.7) to evaluate I1(h, k)
when all the shifts α ∈ A and β ∈ B are 0.

The one-swap terms have also been found for other families of L-functions. Hamieh and
Ng [HN21] do this for the 2kth moments of ζ(s) under the assumption of an additive divisor
conjecture by making some of the arguments in the work of Conrey and Keating [CK15c]
rigorous. In our situation, we do not need to assume an analogous divisor conjecture because
we are able to leverage the asymptotic large sieve. On the other hand, we must assume GLH
because the factors τA and τB are unchanged when applying the asymptotic large sieve and
thus give rise to a potentially large number of L-functions. Conrey and Rodgers [CR] have
found the one-swap terms for the family of quadratic Dirichlet L-functions. They also do not
need to assume any divisor conjecture because they are able to use the Poisson summation
method of Soundararajan [Sou00]. As in our situation, they also need to assume GLH to
bound large numbers of L-function factors.

Analogous results have been proved unconditionally in the function field setting. Andrade
and Keating [AK14] used the CFKRS recipe to predict the asymptotic formulas for moments
of L-functions associated with hyperelliptic curves of genus g over a fixed finite field, where
g is a parameter going to infinity. Florea [Flo17a] has recovered the one-swap terms for this
family. Moreover, Bui, Florea, and Keating [BFK21b] have found the one-swap terms for
the 2-level density of zeros of this family. In this setting, the Poisson summation method is
the primary tool for studying moments of L-functions (see also [Flo17b], [Flo17c], [Bui+20],
and [BFK21a]). For a different family over function fields, Sawin [Saw20] has formulated a
heuristic that recovers the CFKRS prediction, which he then confirms under the assumption
of a conjecture on the vanishing of certain cohomology groups.

In order to extract the two-swap terms predicted by Conjecture 2.1, the discussion at the
end of Section 1 suggests that we must work with a Dirichlet polynomial approximation of
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lengthX > Q2. In this situation, the predicted two-swap terms are of size aboutQ2. Without
any additional input, the asymptotic large sieve does not seem effective when X > Q2

because it no longer reduces the moduli of the character sums for such X (see Section 5
for more details). In fact, the predicted two-swap terms should be hidden inside the term
E(h, k) in (2.3), and thus we no longer expect the left-hand side of (2.4) to be ≪ Q2−δ when
X > Q2. This limitation of the asymptotic large sieve is analogous to the limitation of the
Poisson summation method in evaluating high moments of the family of quadratic Dirichlet
L-functions.

With some additional work, we may be able to use our result to study the sixth moment
of primitive Dirichlet L-functions. There could also be potential applications to studying
gaps between zeros of Dirichlet L-functions.

Outline of the article. In Section 3, we give a comprehensive list of all the notation used
in the article. In Section 4, we use the CFKRS recipe to derive Conjecture 2.1. We give
a detailed outline of the proof of Theorem 2.2 in Section 5. The remaining sections are
devoted to proving the theorem. In Section 6, we examine the diagonal terms to extract
the zero-swap term. We study the off-diagonal terms in Sections 7-10, where we extract the
one-swap terms. Finally, in Section 11, we complete the proof of Theorem 2.2 and prove the
holomorphy of I0(h, k) and I1(h, k).
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3. Notation, conventions, and preliminaries

In this section, we collect our commonly used notation for the reader’s convenience. We
also list a number of technical assumptions and basic facts that we use throughout the paper.
The reader may choose to skip this section and only refer to it when needed.

We employ standard notation in analytic number theory and use
∫
(c)

to denote integrals

along the line from c − i∞ to c + i∞. We let ε > 0 denote an arbitrarily small constant
whose value may change from one line to the next. We also sometimes use ǫ > 0 to denote
an arbitrarily small constant, except that the value of ǫ remains the same all throughout.
This distinction between ε and ǫ will often be harmless, and we will use ǫ only when the
situation requires more concreteness, such as when dealing with integrals like

∫

(ǫ)

∫

(ǫ/2)

Γ(w)Γ(z)Γ(w − z) dz dw.

The symbol ε may sometimes depend on ǫ, but only when the concreteness of ǫ is no longer
required. When at least one of ε or ǫ is present, in some fashion, in an inequality or error
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term, we allow implied constants to depend on ε or ǫ without necessarily indicating so in
the notation. We sometimes indicate the dependence of implied constants on variables by
the use of subscripts: for example, Y ≪b Z or Y = Ob(Z) means that the implied constant
may depend on b.

The symbol p always denotes a prime number. We use ordp(m) to denote the exponent of
p in the prime factorization of m. For example, ord3(72) = 2 and ord5(84) = 0. We let φ be
the Euler totient function, and µ the Möbius function. If h and k are positive integers that
are present in some form in an equation or inequality, then we use H to denote h/(h, k) and
K to denote k/(h, k).

For a multiset E = {ξ1, ξ2, . . . , ξj} of complex numbers, we define τE(m) for positive
integers m by

(3.1) τE(m) :=
∑

m1···mj=m

m−ξ1
1 · · ·m−ξj

j ,

where the sum is over all positive integers m1, . . . ,mj such that m1 · · ·mj = m. Thus, for
example, if ξ1 = · · · = ξj = 0, then τE(m) is the j-fold divisor function. If E is empty, then
we define τE(1) = 1 and τE(m) = 0 for all other m. It follows that if E is a finite multiset
of complex numbers, then

∞∑

m=1

τE(m)

ms
=
∏

ξ∈E

ζ(s+ ξ)

for all s such that the left-hand side converges absolutely, where ζ(s) is the Riemann zeta-
function and the product on the right-hand side is over all ξ ∈ E, counted with multiplicity.
We define τE(p−1) to be zero for every multiset E. If r is a real number such that each
element of E has real part ≥ r, then (3.1) and the divisor bound imply

(3.2) τE(m) ≪ε m
−r+ε.

If E is a multiset of complex numbers and s ∈ C, then we define Es to be the multiset E
with s added to each element. In other words, if E = {ξ1, ξ2, . . . , ξj}, then

Es := {ξ1 + s, ξ2 + s, . . . , ξj + s}.
It follows immediately from this definition and (3.1) that

(3.3) τEs
(m) = m−sτE(m).

If E is a multiset, then we let |E| denote its cardinality, counting multiplicity. If D and E
are multisets, then we let D∪E denote the multiset sum of D and E, which means that the
multiplicity of each element in D∪E is exactly the sum of the multiplicity of the element in
D and its multiplicity in E. Similarly, we define D rE to be the multiset difference, which
is the multiset with each element having multiplicity equal to its multiplicity as an element
of D minus its multiplicity as an element of E if this difference is nonnegative, and equal to
zero otherwise. Thus, for example, if A = {α1, α2, . . . , αj} is a multiset of complex numbers,
α = α1, and β and s are complex numbers, then (3.1) implies

τAsr{α+s}∪{−β−s}(m) =
∑

m1···mj=m

mβ+s
1 m−α2−s

2 m−α3−s
3 · · ·m−αj−s

j

for every positive integer m. For most of our proofs, we will be dealing with sets instead
of multisets, and in most cases D r E and D ∪ E reduce to ordinary set difference and set
union, respectively.
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The letter Q denotes a parameter tending to ∞, and ϑ ∈ (0, 1) is a parameter. We define
X = Qη with η a parameter satisfying 1 < η < 2. The quantities C and Y , which satisfy
C ≥ 1 and Y ≥ XQϑ and are introduced in Sections 5 and 10, respectively, are positive
parameters that we will choose to be powers of Q at the end of the proof of Theorem 2.2.
The sequence λ1, λ2, . . . is an arbitrary sequence of complex numbers such that λh ≪ε h

ε

for all positive integers h. We use this sequence only to prove the property (2.4) of E(h, k).
In Section 9, we use the symbol δ to denote the reciprocal of an arbitrarily large power of
Q, say

(3.4) δ = Q−99.

In many places in the same section and in other sections, we also use the symbol δ as an
index of a product, but this will not cause confusion.

We let A and B be arbitrary fixed finite multisets of complex numbers. We usually denote
elements of A by α and elements of B by β. We assume that α, β ≪ 1/ logQ for all α ∈ A
and β ∈ B, with the implied constant arbitrary but fixed. For convenience, we let C0 > 0
be a fixed arbitrary constant and assume all throughout our proof of Theorem 2.2 that if
A = {α1, α2, . . . , αj} and B = {β1, β2, . . . , βℓ}, then

|αν | =
2νC0

logQ
for ν = 1, 2, . . . , j, and

|βν | =
2j+νC0

logQ
for ν = 1, 2, . . . , ℓ.

(3.5)

This ensures that we do not encounter double poles when dealing with expressions such as∏
α∈A,β∈B ζ(α + β + s). A consequence of (3.5) is that if J1, J2 are subsets of {1, 2, . . . , j}

and L1, L2 are subsets of {1, 2, . . . , ℓ} such that either J1 6= J2 or L1 6= L2, then

(3.6) ζ

(
1 +

∑

ν∈J1

αν +
∑

ν∈L1

βν −
∑

ν∈J2

αν −
∑

ν∈L2

βν

)
≪ logQ.

We will eliminate the assumption (3.5) in Section 11 and show that Theorem 2.2 holds for
arbitrary finite multisets A and B such that α, β ≪ 1/ logQ for all α ∈ A and β ∈ B. The
assumption (3.5) is unnecessary in carrying out the Euler product evaluations in Lemmas 9.3,
9.4, and 9.5 and Subsection 9.3. For those calculations, we only need the elements of A and
B to be arbitrarily small, and so the assumption that α, β ≪ 1/ logQ for all α ∈ A and
β ∈ B suffices.

We define the Mellin transform of a function f by

(3.7) f̃(s) :=

∫ ∞

0

f(x)xs−1 dx.

We assume that V is a fixed smooth function from [0,∞) to [0,∞) that has compact support.
We suppose that V (0) > 0, since otherwise the m-sum (or n-sum) in (2.1) tends to 0 as
X → ∞ and is thus an invalid approximation of the product of L-functions. Without loss
of generality, we may assume that V (0) = 1 since we may normalize by dividing V (x) by

V (0). Integrating by parts, we see from the definition (3.7) of Ṽ that if Re(s) > 0, then

(3.8) Ṽ (s) = −1

s

∫ ∞

0

V ′(x)xs dx.
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The latter integral is holomorphic for Re(s) > −1 since V ′ is bounded and compactly

supported. It thus follows from (3.8) that s = 0 is a simple pole of Ṽ and

(3.9) Res
s=0

Ṽ (s) = lim
s→0

sṼ (s) = 1

because V (0) = 1. We may apply integration by parts again to the right-hand side of (3.8)

to analytically continue Ṽ (s) to Re(s) > −2. Repeating this process indefinitely, we see that

Ṽ (s) is meromorphic on all of C with possible poles only at the non-positive integers.
We assume that W is a fixed smooth function from (0,∞) to [0,∞) that has compact

support. This means that the support of W is bounded away from 0, and it follows immedi-

ately from (3.7) and Morera’s theorem that W̃ (s) is an entire function. The definition (3.7)
and a repeated application of integration by parts shows that if n is a positive integer, then

(3.10) Ṽ (s), W̃ (s) ≪n
1

|s|n
as s → ∞. We will repeatedly use this fact without mention to justify moving lines of
integration.

We allow implied constants to depend on ε, ǫ, the cardinalities |A| and |B|, the implied
constant in the assumption α, β ≪ 1/logQ, or the functions V and W without necessarily
indicating so in the notation. The implied constants never depend on the actual values of
α, β nor on any of Q,X,C, Y, h, k, λh, λk, ϑ, η.

We define X (s) by

(3.11) X (s) = πs−
1
2

Γ(1
2
− 1

2
s)

Γ(1
2
s)

.

In other words, we write the functional equation of ζ(s) as ζ(s) = X (s)ζ(1 − s). The poles
of X are at the odd positive integers, and Stirling’s formula implies [Tit86, (4.12.3)]

(3.12) X (s) ≍ (1 + |s|) 1
2
−Re(s)

for s in any fixed vertical strip such that s is bounded away from the poles of X . The
relation f ≍ g means f ≪ g and f ≫ g. We will use (3.12) repeatedly without mention. We
define H(z, w) by

(3.13) H(z, w) =
√
π

Γ(1−w
2

)Γ( z
2
)Γ(w−z

2
)

Γ(w
2
)Γ(1−z

2
)Γ(1−w+z

2
)
.

It follows from this and the definition (3.11) of X that

(3.14) H(z, w) = X (w)X (1 − z)X (1 − w + z).

This and (3.12) imply

(3.15) H(z, w) ≍ |w| 12−Re(w)|z|Re(z)− 1
2 |w − z|Re(w−z)− 1

2

for w, z in any fixed vertical strip such that w, z, and w − z are bounded away from the
integers.

We will repeatedly use without mention the well-known fact that ζ(s) and the Dirichlet
L-functions each have at most polynomial growth in fixed vertical strips. Oftentimes, this
polynomial growth is offset by the rapid decay (3.10) of the Mellin transforms. However,
there are certain points in our argument, particularly when estimating integrals involving a
large number of zeta or L(s, χ) factors, where we will need to assume the following.
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Generalized Lindelöf Hypothesis (GLH). The Lindelöf Hypothesis for ζ(s) holds and

L(1
2

+ it, ψ) ≪ε (q(1 + |t|))ε

for all real t and all non-principal Dirichlet characters ψ modulo q, where the implied constant
depends only on ε.

The Generalized Riemann Hypothesis implies GLH [CG06]. We will explicitly mention
our assumption of GLH each time we use it.

For conciseness, we adopt the convention that any expression of a sum in Σ-notation that
contains the symbol ± means a sum of two copies of that expression: one with the symbol
± replaced by +, the other with ± replaced by −, and both with ∓ replaced by the sign
opposite that replacing ±. For example,

∑

d|q
d|(m±n)

ψ(∓d)f(±d)g(d)

means the same as ∑

d|q
d|(m+n)

ψ(−d)f(d)g(d) +
∑

d|q
d|(m−n)

ψ(d)f(−d)g(d).

and
∑

a h(±a) means the same as
∑

a h(a) +
∑

a h(−a). On the other hand, we use the
typical interpretation of ± in expressions like

∫ ∞

0

c|mh± eξnk|
gxQ

W

(
c|mh± eξnk|

gxQ

)
xw−1 dx

and in definitions such as

ℓ :=
|mh± nk|

d
.

We end this section with two lemmas that we will apply in various sections.

Lemma 3.1. [CIS19, Lemma 2] If (mn, q) = 1, then

∑♭

χ mod q

χ(m)χ(n) =
1

2

(
∑

d|q
d|(m±n)

φ(d)µ
(q
d

))
,

where the ♭ indicates that the sum is over all the even primitive characters. Here, we have
adopted the previously mentioned convention that the right-hand side means a sum of two
copies of itself: one with ± replaced by +, and the other with ± replaced by −.

Lemma 3.2. If f(m1,m2, . . . ,mj ; p) is a complex-valued function such that

f(m1,m2, . . . ,mj; p) = f(pordp(m1), pordp(m2), . . . , pordp(mj); p)

for all positive integers m1,m2, . . . ,mj and primes p, then
∑

1≤m1,m2,...,mj<∞

∏

p

f(m1,m2, . . . ,mj; p) =
∏

p

∑

0≤b1,b2,...,bj<∞

f(pb1 , pb2 , . . . , pbj ; p)

if absolute convergence holds for both sides.

Proof sketch. This can be proved using a standard argument (see, for example, [Apo76,
Theorem 11.7]) together with the fact that

∏
p>y f(1, . . . , 1; p) → 1 as y → ∞. �
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4. The CFKRS recipe for conjecturing asymptotic formulas for moments

In this section, we apply the heuristic of Conrey et al. [Con+05] to conjecture the as-
ymptotic formula for the sum S(h, k) defined by (2.1). We also make the definition (2.2)
of Iℓ(h, k) more explicit by writing out the analytic continuation of the m,n-sum. Further-
more, we write the q-sum in (2.2) in terms of an integral in order to facilitate subsequent
calculations. For a more detailed discussion on the CFKRS recipe and its applications to
other families of L-functions, see [Con+05].

We first apply Mellin inversion, interchange the order of summation, and observe that

∞∑

m=1

τA(m)χ(m)

m
1
2
+s1

∞∑

n=1

τB(n)χ̄(n)

n
1
2
+s2

=
∏

α∈A

L(1
2

+ α + s1, χ)
∏

β∈B

L(1
2

+ β + s2, χ)

by the definition (3.1) of τE to deduce from (2.1) that

S(h, k) =
1

(2πi)2

∫

(2)

∫

(2)

Xs1+s2Ṽ (s1)Ṽ (s2)
∞∑

q=1

W

(
q

Q

) ∑♭

χ mod q

χ(h)χ(k)

×
∏

α∈A

L(1
2

+ α + s1, χ)
∏

β∈B

L(1
2

+ β + s2, χ) ds2 ds1,

(4.1)

where Ṽ is defined by (3.7). We may move the lines of integration to Re(s1) = Re(s2) = ε

because of the rapid decay of Ṽ and the fact that L(s, χ) is entire for non-principal χ.
Now recall that if χ is an even primitive character of conductor q, then L(s, χ) satisfies the
functional equation [Dav00, §9]

L(s, χ) = G(χ)q−sX (s)L(1 − s, χ),

where G(χ) =
∑

n mod q χ(n) exp(2πin/q) is the Gauss sum and X (s) is defined by (3.11).
Then we have the approximate functional equation

L(s, χ) ≈
∑

n

χ(n)

ns
+G(χ)q−sX (s)

∑

n

χ(n)

n1−s
.

We replace each L(s, χ) factor in (4.1) with the right-hand side of its approximate functional
equation, and then multiply out the resulting product. We formally discard all the resulting
terms except for those that have the same number of G(χ) factors as G(χ) factors. For the
remaining terms, we use the fact that G(χ)G(χ) = q [Dav00, §9], and formally extend the
sums from the approximate functional equations to ∞. We then write the sums in terms of
the function τE defined by (3.1), and use the approximation [Con+05, (4.3.4)]

∑♭

χ mod q

χ(hm)χ(kn) ≈





∑♭

χ mod q

1 if hm = kn and (hkmn, q) = 1

0 else,

which we expect to follow from the orthogonality of Dirichlet characters (see also Lemma 3.1).
This leads us to conjecture Conjecture 2.1.

We may put Conjecture 2.1 into a more explicit form by writing out the analytic con-
tinuation of the m,n-sum in (2.2). We do this by formally writing it as an Euler product,
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multiplying it by

(4.2)
∏

γ∈As1rUs1∪(Vs2 )
−

δ∈Bs2rVs2∪(Us1 )
−

ζ(1 + γ + δ),

and then dividing it by the Euler product of (4.2). In other words, we claim that the
definition (2.2) of Iℓ(h, k) with the m,n-sum written explicitly as its analytic continuation
is

Iℓ(h, k) =
∑

U⊆A,V⊆B
|U |=|V |=ℓ

∞∑

q=1
(q,hk)=1

W

(
q

Q

) ∑♭

χ mod q

1

(2πi)2

∫

(ε)

∫

(ε)

Xs1+s2Ṽ (s1)Ṽ (s2)

×
∏

α∈U

X (1
2

+ α + s1)

qα+s1

∏

β∈V

X (1
2

+ β + s2)

qβ+s2

∏

γ∈As1rUs1∪(Vs2 )
−

δ∈Bs2rVs2∪(Us1 )
−

ζ(1 + γ + δ)

×
∏

p|q

{
∏

γ∈As1rUs1∪(Vs2 )
−

δ∈Bs2rVs2∪(Us1 )
−

(
1 − 1

p1+γ+δ

)}∏

p|hk

{
∏

γ∈As1rUs1∪(Vs2 )
−

δ∈Bs2rVs2∪(Us1 )
−

(
1 − 1

p1+γ+δ

)

×
∑

0≤m,n<∞
m+ordp(h)=n+ordp(k)

τAs1rUs1∪(Vs2 )
−(pm)τBs2rVs2∪(Us1 )

−(pn)

pm/2pn/2

}

×
∏

p∤qhk

{
∏

γ∈As1rUs1∪(Vs2 )
−

δ∈Bs2rVs2∪(Us1 )
−

(
1 − 1

p1+γ+δ

)

×
∞∑

m=0

τAs1rUs1∪(Vs2 )
−(pm)τBs2rVs2∪(Us1 )

−(pm)

pm

}
ds2 ds1.(4.3)

We now prove our claim by showing that the Euler product in (4.3) converges absolutely
for A,B satisfying α, β ≪ 1/ logQ for all α ∈ A and β ∈ B. To do this, we make the
following observations for such A,B. If Re(s1) =Re(s2) = ε, then

∏

γ∈As1rUs1∪(Vs2 )
−

δ∈Bs2rVs2∪(Us1 )
−

(
1 − 1

p1+γ+δ

)
= 1 −

∑

γ∈As1rUs1∪(Vs2 )
−

δ∈Bs2rVs2∪(Us1 )
−

1

p1+γ+δ
+O

(
1

p1+ε

)

= 1 −
τAs1rUs1∪(Vs2 )

−(p)τBs2rVs2∪(Us1 )
−(p)

p
+O

(
1

p1+ε

)
,

(4.4)

where the last equality follows from the definition (3.1) of τE. Furthermore, (3.2) implies

(4.5)
∞∑

m=2

τAs1rUs1∪(Vs2 )
−(pm)τBs2rVs2∪(Us1 )

−(pm)

pm
≪ 1

p2−ε
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for Re(s1) =Re(s2) = ε. From this and (4.4), we deduce that if p ∤ qhk, then the local factor
in (4.3) corresponding to p is 1 + O(p−1−ε). Hence the Euler product in (4.3) converges
absolutely.

We next prove an integral expression for the q-sum in (4.3) in order to facilitate the proof
of Theorem 2.2. We first observe that if Re(s1) =Re(s2) = ε and α, β ≪ 1/ logQ for all
α ∈ A and β ∈ B, then

∏

p|q

{
∏

γ∈As1rUs1∪(Vs2 )
−

δ∈Bs2rVs2∪(Us1 )
−

(
1 − 1

p1+γ+δ

)}∏

p|hk

{
∏

γ∈As1rUs1∪(Vs2 )
−

δ∈Bs2rVs2∪(Us1 )
−

(
1 − 1

p1+γ+δ

)

×
∑

0≤m,n<∞
m+ordp(h)=n+ordp(k)

τAs1rUs1∪(Vs2 )
−(pm)τBs2rVs2∪(Us1 )

−(pn)

pm/2pn/2

}

=
∏

p|qhk

O(1) ≪ (qhk)ε.(4.6)

Now Lemma 3.1 with m = n = 1 implies
∑♭

χ mod q

1 =
1

2

∑

d|q

φ(d)µ
(q
d

)
+O(1).

We insert this into (4.3). The total contribution of the O(1) error term is at most ≪ε

XεQ1+ε(hk)ε if we assume (3.5), since we have (3.6), (4.4), (4.5), and (4.6). We then write
W (q/Q) as an integral using its Mellin transform. We take this integral to be along Re(w) =
2 + ε to keep the q-sum absolutely convergent. Expressing the q-sum as an Euler product
using Lemma 3.2, we then deduce from (4.3) that, if (3.5) holds, then

(4.7) Iℓ(h, k) = I∗
ℓ (h, k) +O(XεQ1+ε(hk)ε),

where I∗
ℓ (h, k) is defined by

I∗
ℓ (h, k) =

∑

U⊆A,V⊆B
|U |=|V |=ℓ

1

2(2πi)3

∫

(ε)

∫

(ε)

∫

(2+ε)

Xs1+s2QwṼ (s1)Ṽ (s2)W̃ (w)

×
∏

α∈U

X (1
2

+ α + s1)
∏

β∈V

X (1
2

+ β + s2)
∏

γ∈As1rUs1∪(Vs2 )
−

δ∈Bs2rVs2∪(Us1 )
−

ζ(1 + γ + δ)

×
∏

p|hk

∏

γ∈As1rUs1∪(Vs2 )
−

δ∈Bs2rVs2∪(Us1 )
−

(
1 − 1

p1+γ+δ

)

×
∑

0≤m,n<∞
m+ordp(h)=n+ordp(k)

τAs1rUs1∪(Vs2 )
−(pm)τBs2rVs2∪(Us1 )

−(pn)

pm/2pn/2

×
∏

p∤hk

{
∏

γ∈As1rUs1∪(Vs2 )
−

δ∈Bs2rVs2∪(Us1 )
−

(
1 − 1

p1+γ+δ

)
×
(

1 +
p− 2

pw+
∑

α∈U (α+s1)+
∑

β∈V (β+s2)
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+

(
1 − 1

p

)2
p2(1−w−

∑
α∈U (α+s1)−

∑
β∈V (β+s2))

1 − p1−w−
∑

α∈U (α+s1)−
∑

β∈V (β+s2)

)

+
∏

γ∈As1rUs1∪(Vs2 )
−

δ∈Bs2rVs2∪(Us1 )
−

(
1 − 1

p1+γ+δ

)

×
∞∑

m=1

τAs1rUs1∪(Vs2 )
−(pm)τBs2rVs2∪(Us1 )

−(pm)

pm

}
dw ds2 ds1.(4.8)

5. Initial setup and outline of the proof of Theorem 2.2

We may assume that (q,mnhk) = 1 in the definition (2.1) of S(h, k) since otherwise the
summand is zero. We may thus apply Lemma 3.1 to deduce from (2.1) that

(5.1) S(h, k) =
1

2

∑

1≤q<∞
(q,hk)=1

W

(
q

Q

) ∑

1≤m,n<∞
(mn,q)=1

τA(m)τB(n)√
mn

V
(m
X

)
V
( n
X

) ∑

c,d≥1
cd=q

d|mh±nk

φ(d)µ(c).

Let C > 0 be a parameter that we will choose to be some power of Q at the end of our
proof of Theorem 2.2. We use the notation of [CIS19] and split the right-hand side of (5.1)
to write

(5.2) S(h, k) = L(h, k) + D(h, k) + U(h, k),

where L(h, k) is the sum of the terms with c > C, D(h, k) is the sum of the “diagonal” terms
with c ≤ C and mh = nk, and U(h, k) is the sum of the “off-diagonal” terms with c ≤ C
and mh 6= nk. In other words, L(h, k), D(h, k), and U(h, k) are defined by

(5.3) L(h, k) :=
1

2

∑

1≤q<∞
(q,hk)=1

W

(
q

Q

) ∑

1≤m,n<∞
(mn,q)=1

τA(m)τB(n)√
mn

V
(m
X

)
V
( n
X

) ∑

c>C,d≥1
cd=q

d|mh±nk

φ(d)µ(c),

(5.4) D(h, k) :=
1

2

∑

1≤q<∞
(q,hk)=1

W

(
q

Q

) ∑

1≤m,n<∞
(mn,q)=1
mh=nk

τA(m)τB(n)√
mn

V
(m
X

)
V
( n
X

) ∑

1≤c≤C,d≥1
cd=q

d|mh±nk

φ(d)µ(c),

and

(5.5) U(h, k) :=
1

2

∑

1≤q<∞
(q,hk)=1

W

(
q

Q

) ∑

1≤m,n<∞
(mn,q)=1
mh 6=nk

τA(m)τB(n)√
mn

V
(m
X

)
V
( n
X

) ∑

1≤c≤C,d≥1
cd=q

d|mh±nk

φ(d)µ(c),

respectively. The purpose of splitting the c-sum this way is that we need the c-sum to be
finite when we apply the asymptotic large sieve.

For the rest of this section, we outline our strategy for estimating each of L(h, k), D(h, k),
and U(h, k). The presentation in this section will be terse in comparison to the actual
arguments.
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We treat D(h, k) in Section 6. There, we extend the c-sum in (5.4) to ∞, apply Mellin
inversion, and then write sums in terms of an Euler product to show that, up to an admissible
error term, D(h, k) equals the zero-swap term I0(h, k), which is defined by (2.2) with ℓ = 0.

We evaluate L(h, k) in Section 7. As in the approach of [CIS19], we detect the divisibility
condition d|mh± nk using character sums and split L(h, k) into

L0(h, k) + Lr(h, k),

where L0(h, k) is the contribution of the principal characters while Lr(h, k) is the rest of the
sum. We use Möbius inversion to convert L0(h, k) into a sum over c ≤ C and show later
that it cancels with a term from our analysis of U(h, k). We bound

∑

h,k≤Qϑ

λhλk√
hk

Lr(h, k)

by applying Mellin inversion and writing the m,n-sum in terms of Dirichlet L-functions. We
use GLH to bound these L-functions, and then apply the large sieve. The role of C here is
to make the bound from applying the large sieve ≪ Q2−ε. Our use of GLH differs from the
approach in [CIS19], where they are able to apply the bound for the fourth moment because
they have only a few L-functions in their setting.

The analysis of U(h, k) forms the most difficult part of the proof, and is done in Sections
8, 9, and 10. The first step in our analysis of U(h, k) is to make a change of variables and
switch from the divisor d of mh± nk to the “complementary modulus” ℓ given by

(5.6) ℓ =
|mh± nk|

d
.

We then use character sums to detect the condition ℓ|mh± nk and arrive at (essentially)

U(h, k) ≈ 1

2

C∑

c=1

µ(c)
∑

1≤m,n<∞
(mn,c)=1
mh 6=nk

τA(m)τB(n)√
mn

V
(m
X

)
V
( n
X

)

×
∞∑

ℓ=1

1

ℓ

∑

ψ mod ℓ

ψ(mh)ψ(∓nk)
|mh± nk|

ℓ
W

(
c|mh± nk|

ℓQ

)

(the unabridged version of this is (8.1.4) in Section 8). This technique of switching to the
complementary modulus is at the heart of the asymptotic large sieve due to Conrey, Iwaniec,
and Soundararajan [CIS11]; see also [CIS12b] and [CL14]. The purpose of switching from
the divisor d to the complementary modulus (5.6) is to reduce the moduli of the characters
we use to detect the divisibility condition. This, in turn, leads to a tighter upper bound
when applying the large sieve inequality. Indeed, the variable d in (5.5) satisfies d ≍ Q/c
because cd = q and q ≍ Q by the support of W . Thus, d can be of size ≍ Q since c may be
1. On the other hand, the variable ℓ in (5.6) can only be at most ≪ XCQϑ−1 for h, k ≤ Qϑ

since d ≍ Q/c, c ≤ C, and m,n ≪ X in (5.5) by the support of V . If X ≪ Q2−ε, then
XCQϑ−1 is a factor of Qε smaller than Q for suitably small C and ϑ. This technique and
the asymptotic large sieve have proven to be extremely useful in the study of the family of
primitive Dirichlet L-functions (see, for example, [CIS12b], [CIS13], [Cha+14], and [CL14]).

After expressing U(h, k) in terms of character sums, we may split U(h, k) into

U0(h, k) + U r(h, k),
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where U0(h, k) is the contribution of the principal characters while U r(h, k) is the rest of the
sum. We bound

(5.7)
∑

h,k≤Qϑ

λhλk√
hk

U r(h, k)

in Section 10 through a procedure similar to that in [CIS19]. In this method, we first make a
change of variables to remove some of the dependencies of the summation variables m,n, h, k
on each other. We then apply Mellin inversion, write the sum in terms of an Euler product,
and then move the lines of integration closer to zero so that the resulting exponent of X in
the integrand has small real part. The Euler product contains a potentially large number
of L-function factors, and we use GLH to bound these L-functions. We split the integrals
into dyadic parts, and bound the Mellin transforms carefully by treating each dyadic part
differently. This technical step, which we carry out explicitly in (10.23), is a bit more delicate
than the estimations in [CIS19] because there are more variables of integration after we apply
Mellin inversion. Finally, we apply the large sieve inequality to estimate the character sums.
It is at this point that we see the effectiveness of using the complementary modulus (5.6).
If the character sums involve characters of modulus Q, then the large sieve inequality alone
may not be enough to show that (5.7) has order of magnitude smaller than that of the main
term in the predicted asymptotic formula for S(h, k).

To evaluate the contribution U0(h, k) of the principal characters, we first apply Mellin
inversion on the function W and write the ℓ-sum as an Euler product using Lemma 6 of
[CIS19] (Lemma 8.1 in Section 8). We then move the line of integration to write

U0(h, k) = U1(h, k) + U2(h, k),

where U1(h, k) is the residue from the pole of the (analytic continuation of the) Euler product,
while U2(h, k) is the integral along the new line. The residue U1(h, k) is equal to the negative
of L0(h, k) plus an admissible error term, and thus cancels L0(h, k).

We analyze the integral U2(h, k) in Section 9 to uncover the predicted one-swap terms.
This is where we carry out the delicate contour integration mentioned below Theorem 2.2.
To begin, we apply Proposition 2 of [CIS19] (stated as Proposition 9.2 in Section 9) and
separate the variables m and n in |mh± nk| by writing |mh± nk|w in terms of an integral
of a meromorphic function. We then apply Mellin inversion on the function V and express
the sum as an Euler product. We determine the analytic continuation of this Euler product,
and then move the lines of integration to suitable locations to express U2(h, k) as a sum of
several residues and error terms. We use the Lindelöf Hypothesis for ζ(s) to justify moving
some of the lines of integration and to bound one of the error terms. We also carry out a
similar analysis of the sum I1(h, k) of the one-swap terms from Conjecture 2.1. We then
find that each residue in the expression for U2(h, k) can be matched with a residue in the
expression for I1(h, k) in such a way that corresponding residues are equal up to a negligible
error term. This step requires proving identities involving several Euler products. These
Euler product identities, in turn, are consequences of certain properties of the function τE,
the chief one being

τAr{α}∪{−β}(p
j)τBr{β}(p

ℓ) + τAr{α}(p
j)τBr{β}∪{−α}(p

ℓ) − τAr{α}(p
j)τBr{β}(p

ℓ)

= τAr{α}∪{−β}(p
j)τBr{β}∪{−α}(p

ℓ) − pα+βτAr{α}∪{−β}(p
j−1)τBr{β}∪{−α}(p

ℓ−1)
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(Lemma 9.8 in Section 9), which stems from the work of Conrey and Keating [CK15c] on
moments of zeta. Conjecture 2.1, predicted by the CFKRS recipe, plays a crucial role in the
analysis of U2(h, k), as it provides a clear answer to aim for in untangling U2(h, k).

Changes in the proof for the odd case. We now describe the changes we need to make in our
proof in order to handle the odd primitive characters. The version of Lemma 3.1 for odd
primitive characters states that if (mn, q) = 1, then

∑odd

χ mod q

χ(m)χ(n) =
1

2

∑

d|q
d|m−n

φ(d)µ
(q
d

)
− 1

2

∑

d|q
d|m+n

φ(d)µ
(q
d

)
,

where the superscript “odd” indicates that the sum is over all the odd primitive characters.
Thus, to handle the sum over the odd primitive characters, we change our convention about
the symbol ± and have −1 multiplied to the copy that has ± replaced by +. A consequence
of this sign change is that the analogues of L0(h, k) and U0(h, k) for odd primitive characters
are zero. The main term in the asymptotic formula for the analogue of D(h, k) is unaffected
by the sign change, and so (6.2.3) still holds with D(h, k) replaced by its analogue. The sign
change does not affect the other bounds in our proof. In evaluating the analogue of U2(h, k),
instead of using Proposition 9.2, we use the version of it for

|1 − r|−ω − |1 + r|−ω.
This version has the function

X (ω)Y (1 − z)Y (1 − ω + z)

in place of H(z, ω), where Y (s) is defined by

Y (s) = πs−
1
2

Γ(1 − 1
2
s)

Γ(1
2

+ 1
2
s)
.

6. The diagonal terms D(h, k)

In this section, we focus on the sum D(h, k) of the diagonal terms, defined by (5.4). We
first perform a short analysis of the main contribution I∗

0 (h, k) of the zero-swap term. We
will then see that I∗

0 (h, k) coincides exactly with the main contribution of D(h, k).

6.1. The prediction for the zero-swap term. We may simplify I∗
0 (h, k), defined by (4.8)

with ℓ = 0, by cancelling the zeta-function factors ζ(1 +α+β+ s1 + s2) with the convergent
products of the corresponding local factors. We also apply (3.3). The result is

I∗
0 (h, k) =

1

2(2πi)3

∫

(ε)

∫

(ε)

∫

(2+ε)

Xs1+s2QwṼ (s1)Ṽ (s2)W̃ (w)

×
∏

p|hk

∑

0≤m,n<∞
m+ordp(h)=n+ordp(k)

τA(pm)τB(pn)

pm(1/2+s1)pn(1/2+s2)

×
∏

p∤hk

(
(1 − p−w)2

1 − p1−w
+

∞∑

ℓ=1

τA(pℓ)τB(pℓ)

pℓ(1+s1+s2)

)
dw ds2 ds1.

To simplify the latter m,n-sum, define H := h/(h, k) and K := k/(h, k). A given pair m,n
is a pair of nonnegative integers with m + ordp(h) = n + ordp(k) if and only if there is a
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nonnegative integer ℓ such that m = ℓ+ ordp(K) and n = ℓ+ ordp(H). Hence we may write
the m,n sum as

1

pordp(K)(1/2+s1)+ordp(H)(1/2+s2)

∞∑

ℓ=0

τA(pordp(K)+ℓ)τB(pordp(H)+ℓ)

pℓ(1+s1+s2)
.

Thus we predict that

I∗
0 (h, k) =

1

2(2πi)3

∫

(ε)

∫

(ε)

∫

(2+ε)

Xs1+s2

H1/2+s2K1/2+s1
QwṼ (s1)Ṽ (s2)W̃ (w)

×
∏

p|hk

∞∑

ℓ=0

τA(pordp(K)+ℓ)τB(pordp(H)+ℓ)

pℓ(1+s1+s2)

×
∏

p∤hk

(
(1 − p−w)2

1 − p1−w
+

∞∑

ℓ=1

τA(pℓ)τB(pℓ)

pℓ(1+s1+s2)

)
dw ds2 ds1.

(6.1.1)

6.2. D(h, k) coincides with the prediction for the zero-swap term. In this subsection,
we show that D(h, k), defined by (5.4), is equal to the right-hand side of (6.1.1) plus an
admissible error term. To this end, we first make a change of variables in the m,n sum.
Since H := h/(h, k) and K := k/(h, k), the condition mh = nk is equivalent to the condition
that m = Kℓ and n = Hℓ for some positive integer ℓ. We thus arrive at

D(h, k) =
1

2

∑

1≤q<∞
(q,hk)=1

W

(
q

Q

) ∑

1≤ℓ<∞
(ℓ,q)=1

τA(Kℓ)τB(Hℓ)

ℓ
√
HK

V

(
Kℓ

X

)
V

(
Hℓ

X

) ∑

1≤c≤C,d≥1
cd=q

d|Kℓh±Hℓk

φ(d)µ(c).

Recall that we use the notation d|Kℓh ± Hℓk to signify that we are adding two copies of
the sum: one with d|Kℓh − Hℓk and the other with d|Kℓh + Hℓk. In the first copy, we
are summing over all d because Kh = Hk. In the second copy, the condition that d divides
Kℓh+Hℓk is equivalent to the condition that d|2 because Kh = Hk and (q, hkℓ) = 1. Thus,
the c, d-sum in the second copy has at most two terms, and so the second copy is bounded
by

≪ Q
∑

ℓ≪X

(HKℓ)ε

ℓ
√
HK

≪ Q
(XHK)ε√

HK
.

Hence

D(h, k) =
1

2

∑

1≤q<∞
(q,hk)=1

W

(
q

Q

) ∑

1≤ℓ<∞
(ℓ,q)=1

τA(Kℓ)τB(Hℓ)

ℓ
√
HK

V

(
Kℓ

X

)
V

(
Hℓ

X

)

×
∑

1≤c≤C,d≥1
cd=q

φ(d)µ(c) +O

(
Q

(XHK)ε√
HK

)
.

We next extend the c-sum to ∞. The error introduced in doing so is

≪
∑

q≪Q

∑

ℓ≪X

(HKℓ)ε

ℓ
√
HK

∑

c>C,d≥1
cd=q

φ(d) ≪ Q2

C

(XHK)ε√
HK

.
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Note that we are careful to estimate the c-sum in terms of C, which is necessary because the
main term in Theorem 2.2 is of size about Q2. Later, we will choose C as a specific positive
power of Q to control this error term. Setting φ⋆(q) :=

∑
cd=q φ(d)µ(c), we now have

D(h, k) =
1

2

∑

1≤q<∞
(q,hk)=1

W

(
q

Q

)
φ⋆(q)

∑

1≤ℓ<∞
(ℓ,q)=1

τA(Kℓ)τB(Hℓ)

ℓ
√
HK

V

(
Kℓ

X

)
V

(
Hℓ

X

)

+O

((
Q+

Q2

C

)
(XHK)ε√

HK

)
.

Next, write V,W in terms of their Mellin transforms using Mellin inversion to find

D(h, k) =
1

2(2πi)3

∫

(ε)

∫

(ε)

Xs1+s2

H1/2+s1K1/2+s2
Ṽ (s1)Ṽ (s2)

∫

(2+ε)

QwW̃ (w)

×
∑

1≤q<∞
(q,hk)=1

q−wφ⋆(q)
∑

1≤ℓ<∞
(ℓ,q)=1

τA(Kℓ)τB(Hℓ)

ℓ1+s1+s2
dw ds2 ds1

+O

((
Q+

Q2

C

)
(XHK)ε√

HK

)
,

(6.2.1)

where we have chosen the location of the w-line to be along Re(w) = 2 + ε to ensure that
the q-sum is absolutely convergent. We may then rewrite the q, ℓ-sum in (6.2.1) as the Euler
product

(6.2.2)
∏

p

(
∑

0≤q<∞
min{q,ordp(h)+ordp(k)}=0

p−qwφ⋆(pq)
∑

0≤ℓ<∞
min{ℓ,q}=0

τA(pordp(K)+ℓ)τB(pordp(H)+ℓ)

pℓ(1+s1+s2)

)
.

If p|hk, then ordp(h)+ordp(k) ≥ 1. In this case, for the condition min{q, ordp(h)+ordp(k)} =
0 to hold, we must have q = 0. Since φ⋆(p0) = 1, it follows that the contribution to the Euler
product from the primes dividing hk is

∏

p|hk

(
∞∑

ℓ=0

τA(pordp(K)+ℓ)τB(pordp(H)+ℓ)

pℓ(1+s1+s2)

)
,

which we note has no dependence on w. Now suppose that p ∤ hk. Then ordp(h)+ordp(k) = 0,
which means we may drop the condition that min{q, ordp(h)+ordp(k)} = 0. The contribution
to the Euler product from primes not dividing hk is thus

∏

p∤hk

∑

0≤q,ℓ<∞
min(ℓ,q)=0

p−qwφ⋆(pq)
τA(pℓ)τB(pℓ)

pℓ(1+s1+s2)
=
∏

p∤hk

(
1 +

∞∑

q=1

p−qwφ⋆(pq) +
∞∑

ℓ=1

τA(pℓ)τB(pℓ)

pℓ(1+s1+s2)

)

Inserting the definition of φ⋆ into the q-sum, we directly calculate the q = 1 term and realize
the sum of the terms with q > 1 as a geometric series to find, after a short calculation, that

1 +
∞∑

q=1

p−qwφ⋆(pq) = 1 +
∞∑

q=1

p−qw
∑

cd=pq

φ(d)µ(c) =

(
1

1 − p1−w

)(
1 − p−w

)2
.
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Hence, writing the q, ℓ-sum in (6.2.1) as the Euler product (6.2.2) and applying the above
simplifications, we arrive at

D(h, k) =
1

2(2πi)3

∫

(ε)

∫

(ε)

∫

(2+ε)

Xs1+s2

H1/2+s1K1/2+s2
QwṼ (s1)Ṽ (s2)W̃ (w)

×
∏

p|hk

(
∞∑

ℓ=0

τA(pordp(K)+ℓ)τB(pordp(H)+ℓ)

pℓ(1+s1+s2)

)

×
∏

p∤hk

(
(1 − p−w)2

1 − p1−w
+

∞∑

ℓ=1

τA(pℓ)τB(pℓ)

pℓ(1+s1+s2)

)
dw ds1 ds2

+O

((
Q+

Q2

C

)
(XHK)ε√

HK

)
.

After relabeling s1 as s2 and vice versa, we see that the integral above exactly matches the
right-hand side of (6.1.1). In other words,

(6.2.3) D(h, k) = I∗
0 (h, k) +O

((
Q+

Q2

C

)
(XHK)ε√

HK

)
.

7. The term L(h, k)

Recall the definition (5.3) of L(h, k), and recall that we interpret the d-sum therein as two
sums: one with the condition d|mh − nk and the other with the condition d|mh + nk. We
first show how to re-express L(h, k) in terms of characters modulo d. For (mnhk, d) = 1,
the orthogonality of character sums implies

1

φ(d)

∑

ψ mod d

ψ(mh)ψ(nk) =





1 if d|mh− nk

0 else

and

1

φ(d)

∑

ψ mod d

ψ(mh)ψ(−nk) =





1 if d|mh+ nk

0 else.

Since ψ(1) + ψ(−1) = 2 if ψ is even and 0 if ψ is odd, it follows that the sum of these two
character sums is

2

φ(d)

∑

ψ mod d
ψ even

ψ(mh)ψ(nk).

Therefore, we may recast L(h, k) as

L(h, k) =
∑

1≤q<∞
(q,hk)=1

W

(
q

Q

) ∑

1≤m,n<∞
(mn,q)=1

τA(m)τB(n)√
mn

V
(m
X

)
V
( n
X

)

×
∑

c>C,d≥1
cd=q

µ(c)
∑

ψ mod d
ψ even

ψ(mh)ψ(nk).
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Split the right-hand side to write

(7.1) L(h, k) = L0(h, k) + Lr(h, k),

where L0(h, k) is the contribution of the principal character modulo d and Lr(h, k) is the
rest. In other words,

L0(h, k) :=
∑

1≤q<∞
(q,hk)=1

W

(
q

Q

) ∑

1≤m,n<∞
(mn,q)=1

τA(m)τB(n)√
mn

V
(m
X

)
V
( n
X

) ∑

c>C,d≥1
cd=q

µ(c)
(7.2)

and

Lr(h, k) : =
∑

1≤q<∞
(q,hk)=1

W

(
q

Q

) ∑

1≤m,n<∞
(mn,q)=1

τA(m)τB(n)√
mn

V
(m
X

)
V
( n
X

)

×
∑

c>C,d≥1
cd=q

µ(c)
∑

ψ mod d
ψ even
ψ 6=ψ0

ψ(mh)ψ(nk),

where ψ0 denotes the principal character modulo d.
In this section, we have two goals. First, we will bound the contribution of Lr(h, k) and

show, on average over h, k, that it is an acceptable error term. Second, we will rework
L0(h, k) in preparation to show (later, in Section 8.3) that L0(h, k) cancels with a term
arising during the analysis of U(h, k).

7.1. Bounding the contribution of Lr(h, k). We may freely interchange the order of
summation because each of W and V has compact support, forcing the sums to be finite.
We bring the m,n-sum inside and then use Mellin inversion to write

Lr(h, k) =
∑

1≤q<∞
(q,hk)=1

W

(
q

Q

) ∑

c>C,d≥1
cd=q

µ(c)
∑

ψ mod d
ψ even
ψ 6=ψ0

ψ(h)ψ(k)
∑

1≤m,n<∞
(mn,q)=1

τA(m)τB(n)ψ(m)ψ(n)√
mn

× 1

(2πi)2

∫

( 1
2
+ε)

∫

( 1
2
+ε)

Xs1+s2

ms1ns2
Ṽ (s1)Ṽ (s2) ds2 ds1,

where we have chosen the lines of integration to be at Re(s1) = Re(s2) = 1
2

+ ε so that in
the next step we can interchange the m,n-sum and the integrals. Since q = cd and ψ(ν) = 0
for (ν, d) > 1, the m,n-sum is the same as

∑

1≤m,n<∞
(mn,c)=1

τA(m)τB(n)ψ(m)ψ(n)

m
1
2
+s1n

1
2
+s2

=
∏

α∈A

L(1
2

+ s1 + α, ψ)
∏

β∈B

L(1
2

+ s2 + β, ψ)

×
∏

α∈A

(
∏

p|c

(
1 − ψ(p)

p
1
2
+s1+α

))∏

β∈B

(
∏

p|c

(
1 − ψ(p)

p
1
2
+s2+β

))
.
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Therefore, we have

Lr(h, k) =
∑

1≤q<∞
(q,hk)=1

W

(
q

Q

) ∑

c>C,d≥1
cd=q

µ(c)
∑

ψ mod d
ψ even
ψ 6=ψ0

ψ(h)ψ(k)
1

(2πi)2

∫

( 1
2
+ε)

∫

( 1
2
+ε)

Xs1+s2

× Ṽ (s1)Ṽ (s2)
∏

α∈A

L(1
2

+ s1 + α, ψ)
∏

β∈B

L(1
2

+ s2 + β, ψ)

×
∏

α∈A

(
∏

p|c

(
1 − ψ(p)

p
1
2
+s1+α

))∏

β∈B

(
∏

p|c

(
1 − ψ(p)

p
1
2
+s2+β

))
ds2 ds1.

We may now move the lines of integration to Re(s1) = Re(s2) = ε by the rapid decay of

Ṽ (s1) and Ṽ (s2) and the fact that L(s, ψ) has no pole whenever ψ is non-principal. We
multiply both sides of the above equation by λhλk(hk)−1/2, and then sum over all positive
integers h, k ≤ Qϑ to arrive at the quantity we aim to bound:

∑

h,k≤Qϑ

λhλk√
hk

Lr(h, k) =
∑

h,k≤Qϑ

λhλk√
hk

∑

1≤q<∞
(q,hk)=1

W

(
q

Q

) ∑

c>C,d≥1
cd=q

µ(c)
∑

ψ mod d
ψ even
ψ 6=ψ0

ψ(h)ψ(k)

× 1

(2πi)2

∫

(ε)

∫

(ε)

Xs1+s2Ṽ (s1)Ṽ (s2)
∏

α∈A

L(1
2

+ s1 + α, ψ)
∏

β∈B

L(1
2

+ s2 + β, ψ)

×
∏

α∈A

(
∏

p|c

(
1 − ψ(p)

p
1
2
+s1+α

))∏

β∈B

(
∏

p|c

(
1 − ψ(p)

p
1
2
+s2+β

))
ds2 ds1.

(7.1.1)

Now observe that ∏

p|c

∣∣∣∣1 − ψ(p)

p
1
2
+z

∣∣∣∣ ≤
∏

p|c

(2) ≪ε c
ε

for any complex number z with |z| < 1/2. Moreover, it holds that

∑

h,k≤Qϑ

(hk,q)=1

λhλkψ(h)ψ(k)√
hk

=

∣∣∣∣∣
∑

h≤Qϑ

(h,q)=1

λhψ(h)√
h

∣∣∣∣∣

2

.

We bound the L-functions in (7.1.1) by assuming GLH2. It follows from these and the triangle
inequality that

∑

h,k≤Qϑ

λhλk√
hk

Lr(h, k) ≪ε X
ε
∑

1≤q<∞

W

(
q

Q

) ∑

c>C,d≥1
cd=q

(cd)ε
∑

ψ mod d
ψ even
ψ 6=ψ0

∣∣∣∣∣
∑

h≤Qϑ

(h,q)=1

λhψ(h)√
h

∣∣∣∣∣

2

×
∫

(ε)

∫

(ε)

|s1s2|ε|Ṽ (s1)||Ṽ (s2)| |ds2 ds1|.

2We must assume GLH in this step because of the potentially large number of L(s, ψ) factors. This differs
from the argument in Conrey et al. [CIS19], where they bound the size of the square of the L-function
using the large sieve and the approximate functional equation (see the argument following equation (4.6) in
[CIS19]).
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The rapid decay of Ṽ implies that the latter double integral is ≪ 1. We substitute q = cd
and write the q-sum as a double sum over c and d. Furthermore, in preparation to use the
large sieve, we express each ψ in terms of the primitive character it is induced by to deduce
the upper bound

∑

h,k≤Qϑ

λhλk√
hk

Lr(h, k) ≪ε (XQ)ε
∑

c>C

∞∑

d=1

W

(
cd

Q

)∑

u|d

∑♭

ψ mod u
ψ 6=ψ0

∣∣∣∣∣
∑

h≤Qϑ

(h,q)=1

λhψ(h)√
h

∣∣∣∣∣

2

,

where we again use ♭ to denote that the sum is over even primitive characters. We substitute
d = ru and write the d-sum as a double sum over r and u to arrive at

∑

h,k≤Qϑ

λhλk√
hk

Lr(h, k) ≪ε (XQ)ε
∑

c>C

∞∑

r=1

∞∑

u=1

W

(
cru

Q

) ∑♭

ψ mod u
ψ 6=ψ0

∣∣∣∣∣
∑

h≤Qϑ

(h,q)=1

λhψ(h)√
h

∣∣∣∣∣

2

.

Since W is bounded and compactly supported, it follows that

∑

h,k≤Qϑ

λhλk√
hk

Lr(h, k) ≪ε (XQ)ε
∑

C<c≪Q

∑

r≪Q
c

∑

u≪ Q
cr

∑♭

ψ mod u
ψ 6=ψ0

∣∣∣∣∣
∑

h≤Qϑ

(h,q)=1

λhψ(h)√
h

∣∣∣∣∣

2

.

The large sieve (see, for example, [Dav00, §27, Theorem 4]) implies that

∑

u≪ Q
cr

∑♭

ψ mod u
ψ 6=ψ0

∣∣∣∣∣
∑

h≤Qϑ

(h,q)=1

λhψ(h)√
h

∣∣∣∣∣

2

≪
(
Qϑ +

Q2

c2r2

) ∑

h≤Qϑ

(h,q)=1

|λh|2
h

.

Hence, since λh ≪ε h
ε, it follows that

∑

h,k≤Qϑ

λhλk√
hk

Lr(h, k) ≪ε (XQ)ε
∑

C<c≪Q

∑

r≪Q
c

(
Qϑ +

Q2

c2r2

)
Qε

≪ε (XQ)ε
∑

C<c≪Q

(
Q1+ϑ

c
+
Q2

c2

)

≪ε (XQ)ε
(
Q1+ϑ+ε +

Q2

C

)
.

(7.1.2)

As mentioned in Section 5, we will eventually choose C as a specific positive power of Q to
control this error term.

7.2. Preparing L0(h, k) for eventual cancellation. The goal of this subsection is to put
L0(h, k) into a form that, as we will eventually see in Section 8.3, cancels with a term arising
from our analysis of U(h, k). To this end, let us first focus on the c, d-sum in the definition
(7.2) of L0(h, k). We complete the c-sum by writing

∑

c>C,d≥1
cd=q

µ(c) =
∑

c|q

µ(c) −
∑

c≤C,d≥1
cd=q

µ(c) =

⌊
1

q

⌋
−

∑

c≤C,d≥1
cd=q

µ(c).
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The latter c, d-sum equals 1 if q = 1, and so it follows that

∑

c>C,d≥1
cd=q

µ(c) =





−
∑

c≤C,d≥1
cd=q

µ(c) if q > 1

0 if q = 1.

From this and the definition (7.2) of L0(h, k), we arrive at

L0(h, k) = −
∑

1<q<∞
(q,hk)=1

W

(
q

Q

) ∑

1≤m,n<∞
(mn,q)=1

τA(m)τB(n)√
mn

V
(m
X

)
V
( n
X

) ∑

c≤C,d≥1
cd=q

µ(c).

Without loss of generality, we may ignore the condition q > 1 and simply sum over all
1 ≤ q <∞ because the q = 1 term is zero for large enough Q, as W is supported away from
0. We substitute q = cd and interchange the order of summation to deduce that

(7.2.1) L0(h, k) = −
∑

1≤c≤C
(c,hk)=1

µ(c)
∑

1≤m,n<∞
(mn,c)=1

τA(m)τB(n)√
mn

V
(m
X

)
V
( n
X

) ∑

1≤d<∞
(d,mhnk)=1

W

(
cd

Q

)
.

To evaluate the latter d-sum, we use Stieltjes integration and the fact that

∑

d≤x
(d,m)=1

1 = x
φ(m)

m
+ E(x,m)

for some function E(x,m) such that E(x,m) = O(mε) uniformly for all x > 0 and positive
integers m. This results to

∑

1≤d<∞
(d,mnhk)=1

W

(
cd

Q

)
= W

(
c

Q

)
+
φ(mnhk)

mnhk

∫ ∞

1

W

(
cx

Q

)
dx+

∫ ∞

1

W

(
cx

Q

)
dE.

Note that W (c/Q) ≪ 1. Moreover, we may integrate by parts to see that the last integral
is O((mnhk)ε) by the bound on E(x,m) and the fact that W is compactly supported. By a
change of variables, we have

c

Q

∫ ∞

1

W

(
cx

Q

)
dx =

∫ ∞

0

W (x) dx−
∫ c/Q

0

W (x) dx =

∫ ∞

0

W (x) dx+O

(
c

Q

)
.

Combining these estimates with (7.2.1), we find that

L0(h, k) = −Q
∑

1≤c≤C
(c,hk)=1

µ(c)

c

∑

1≤m,n<∞
(mn,c)=1

τA(m)τB(n)√
mn

V
(m
X

)
V
( n
X

) φ(mnhk)

mnhk

∫ ∞

0

W (x) dx

+O
(
(Xhk)εXC

)
.

(7.2.2)

In Section 8.3, we will show that a part of U(h, k) cancels with the main term above.
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8. Preparing the term U(h, k) for analysis

There are two goals for this section. The first is to switch to the complementary modulus by
making a change of variables in the definition (5.5) of U(h, k) and then express the divisibility
condition in terms of character sums. The second goal is to dissect the contribution of the
principal characters in order to isolate the part of it containing the predicted one-swap terms.

8.1. U(h, k): Switching to the complementary modulus. Recall the definition (5.5) of
U(h, k). We substitute q = cd and rearrange the sum to deduce that
(8.1.1)

U(h, k) =
1

2

∑

1≤c≤C
(c,hk)=1

µ(c)
∑

1≤m,n<∞
(mn,c)=1
mh 6=nk

τA(m)τB(n)√
mn

V
(m
X

)
V
( n
X

) ∑

1≤d<∞
(d,mhnk)=1
d|mh±nk

φ(d)W

(
cd

Q

)
.

Let g = (mh, nk). Then the condition that d|mh±nk and (d,mhnk) = 1 is equivalent to the
condition that d|mh

g
± nk

g
and (d, g) = 1. From this and the fact that φ(d) =

∑
ef=d µ(e)f ,

we see that the d-sum in (8.1.1) equals

∑

1≤d<∞
(d,g)=1

d|mh
g

±nk
g

φ(d)W

(
cd

Q

)
=
∑

1≤e<∞
(e,g)=1

µ(e)
∑

1≤f<∞
(f,g)=1

ef |mh
g

±nk
g

fW

(
cef

Q

)
.

Use Möbius inversion to detect the condition (f, g) = 1 and write the above as

∑

1≤e<∞
(e,g)=1

µ(e)
∑

1≤f<∞

ef |mh
g

±nk
g

∑

a|f
a|g

µ(a)fW

(
cef

Q

)
=
∑

1≤e<∞
(e,g)=1

µ(e)
∑

a|g

µ(a)
∑

1≤f<∞
a|f

ef |mh
g

±nk
g

fW

(
cef

Q

)
.

Make a change of variables f = ab in the f -sum to see that this equals

(8.1.2)
∑

1≤e<∞
(e,g)=1

µ(e)
∑

a|g

aµ(a)
∑

1≤b<∞
eab|mh

g
±nk

g

bW

(
ceab

Q

)
.

Now define the “complementary modulus” ℓ by

|mh± nk| = geabℓ,

and use it to make a change of variables in the b-sum to write (8.1.2) as

∑

1≤e<∞
(e,g)=1

µ(e)
∑

a|g

aµ(a)
∑

1≤ℓ<∞
eaℓ|mh

g
±nk

g

|mh± nk|
geaℓ

W

(
c|mh± nk|

gℓQ

)

=
∑

1≤e<∞
(e,g)=1

µ(e)

e

∑

a|g

µ(a)
∑

1≤ℓ<∞
eaℓ|mh

g
±nk

g

|mh± nk|
gℓ

W

(
c|mh± nk|

gℓQ

)
.

(8.1.3)

Since g is defined by g = (mh, nk), we must have that eaℓ is coprime to each of mh/g and
nk/g, because if not then the condition eaℓ|(mh± nk)/g would imply that mh/g and nk/g
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are not coprime, contradicting the definition of g. Thus the orthogonality of character sums
implies

1

φ(eaℓ)

∑

ψ mod eaℓ

ψ

(
mh

g

)
ψ

(
∓nk
g

)
=





1 if eaℓ|mh
g

± nk
g

0 else.

Hence, we may replace the condition eaℓ|(mh ± nk)/g in (8.1.3) with the above multiplier
to conclude that the d-sum appearing in (8.1.1) is equal to

∑

1≤e<∞
(e,g)=1

µ(e)

e

∑

a|g

µ(a)
∑

1≤ℓ<∞
(eaℓ,mh

g
·nk
g
)=1

1

φ(eaℓ)

∑

ψ mod eaℓ

ψ

(
mh

g

)
ψ

(
∓nk
g

)

× |mh± nk|
gℓ

W

(
c|mh± nk|

gℓQ

)
.

It follows that

U(h, k) =
1

2

∑

1≤c≤C
(c,hk)=1

µ(c)
∑

1≤m,n<∞
(mn,c)=1
mh 6=nk

τA(m)τB(n)√
mn

V
(m
X

)
V
( n
X

) ∑

1≤e<∞
(e,g)=1

µ(e)

e

∑

a|g

µ(a)

×
∑

1≤ℓ<∞
(eaℓ,mh

g
·nk
g
)=1

1

φ(eaℓ)

∑

ψ mod eaℓ

ψ

(
mh

g

)
ψ

(
∓nk
g

) |mh± nk|
gℓ

W

(
c|mh± nk|

gℓQ

)
.

(8.1.4)

Write this as

(8.1.5) U(h, k) = U0(h, k) + U r(h, k),

where U0(h, k) is the contribution of the principal character in the ψ-sum, and U r(h, k) is
the contribution of the non-principal characters. In other words, U0(h, k) and U r(h, k) are
defined by

U0(h, k) :=
1

2

∑

1≤c≤C
(c,hk)=1

µ(c)
∑

1≤m,n<∞
(mn,c)=1
mh 6=nk

τA(m)τB(n)√
mn

V
(m
X

)
V
( n
X

) ∑

1≤e<∞
(e,g)=1

µ(e)

e

∑

a|g

µ(a)

×
∑

1≤ℓ<∞
(eaℓ,mh

g
·nk
g
)=1

|mh± nk|
gℓφ(eaℓ)

W

(
c|mh± nk|

gℓQ

)(8.1.6)

and

U r(h, k) :=
1

2

∑

1≤c≤C
(c,hk)=1

µ(c)
∑

1≤m,n<∞
(mn,c)=1
mh 6=nk

τA(m)τB(n)√
mn

V
(m
X

)
V
( n
X

) ∑

1≤e<∞
(e,g)=1

µ(e)

e

∑

a|g

µ(a)

×
∑

1≤ℓ<∞
(eaℓ,mh

g
·nk
g
)=1

1

φ(eaℓ)

∑

ψ mod eaℓ
ψ 6=ψ0

ψ

(
mh

g

)
ψ

(
∓nk
g

) |mh± nk|
gℓ

W

(
c|mh± nk|

gℓQ

)
,

(8.1.7)
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respectively, where ψ0 denotes the principal character mod eaℓ.

8.2. The principal contribution U0(h, k). Our goal in this subsection is to separate out a
part of U0(h, k) that we will eventually prove contains the one-swap terms that are predicted
by the recipe. We apply Mellin inversion to write

(8.2.1)
|mh± nk|

gℓ
W

(
c|mh± nk|

gℓQ

)
=

Q

2πic

∫

(ε)

ℓ−wΥ±(w;mh, nk) dw,

where
(8.2.2)

Υ±(w;mh, nk) = Υ±(w;mh, nk; c,Q) :=

∫ ∞

0

c|mh± nk|
gxQ

W

(
c|mh± nk|

gxQ

)
xw−1 dx.

We insert (8.2.1) into (8.1.6), then interchange the order of summation and write the ℓ-sum
as an Euler product using the following lemma.

Lemma 8.1. [CIS19, Lemma 6] Let s be a complex number with Re(s) > 0, and let u and
v be coprime natural numbers. Then

∞∑

ℓ=1
(ℓ,v)=1

1

φ(uℓ)ℓs
=

1

φ(u)
ζ(1 + s)R(s; u, v),

where

(8.2.3) R(s; u, v) =
∏

p|v

(
1 − 1

ps+1

)∏

p∤uv

(
1 +

1

ps+1(p− 1)

)

converges absolutely in Re(s) > −1.

The result is

U0(h, k) =
Q

2

∑

1≤c≤C
(c,hk)=1

µ(c)

c

∑

1≤m,n<∞
(mn,c)=1
mh 6=nk

τA(m)τB(n)√
mn

V
(m
X

)
V
( n
X

) ∑

1≤e<∞
(e,g)=1

µ(e)

e

∑

a|g

(ea,mh
g

·nk
g
)=1

µ(a)

φ(ea)

× 1

2πi

∫

(ε)

Υ±(w;mh, nk)ζ(1 + w)R(w; ea,mhnk/g2) dw.

(8.2.4)

Note that Υ±(w;mh, nk) has rapid decay as |w| → ∞ by (8.2.2) and a repeated application
of integration by parts. Hence, we may move the line of integration in (8.2.4) to Re(w) = −ǫ.
Doing so leaves a residue at w = 0 from the pole of ζ(1 + w), and we arrive at

(8.2.5) U0(h, k) = U1(h, k) + U2(h, k),
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where U1(h, k) is the residue, i.e.,

U1(h, k) :=
Q

2

∑

1≤c≤C
(c,hk)=1

µ(c)

c

∑

1≤m,n<∞
(mn,c)=1
mh 6=nk

τA(m)τB(n)√
mn

V
(m
X

)
V
( n
X

) ∑

1≤e<∞
(e,g)=1

µ(e)

e

×
∑

a|g

(ea,mh
g

·nk
g
)=1

µ(a)

φ(ea)
Υ±(0;mh, nk)R(0; ea,mhnk/g2),

(8.2.6)

and U2(h, k) is defined by

U2(h, k) :=
Q

2

∑

1≤c≤C
(c,hk)=1

µ(c)

c

∑

1≤m,n<∞
(mn,c)=1
mh 6=nk

τA(m)τB(n)√
mn

V
(m
X

)
V
( n
X

) ∑

1≤e<∞
(e,g)=1

µ(e)

e

×
∑

a|g

(ea,mh
g

·nk
g
)=1

µ(a)

φ(ea)
· 1

2πi

∫

(−ǫ)

Υ±(w;mh, nk)ζ(1 + w)R(w; ea,mhnk/g2) dw.

(8.2.7)

8.3. The term U1(h, k) approximately cancels with L0(h, k). In this subsection, we
show that the term U1(h, k) defined by (8.2.6) cancels with the main contribution of L0(h, k),
which we have evaluated in (7.2.2). We first focus on the e, a-sum in (8.2.6). To express it
as an Euler product, we observe that Lemma 3.2 and the definition (8.2.3) of R implies for
Re(w) > −1 that

∑

1≤e<∞
(e,g)=1

µ(e)

e

∑

a|g

(ea,mh
g

·nk
g
)=1

µ(a)

φ(ea)
R(w; ae,mnhk/g2)

=
∏

p|mnhk/g2

(
1 − 1

p1+w

) ∏

p|g
p∤mnhk/g2

(
1 +

1

pw+1(p− 1)
− 1

p− 1

)

×
∏

p∤g
p∤mnhk/g2

(
1 +

p−w − 1

p(p− 1)

)

(8.3.1)

(this is the same as (7.7) of [CIS19]). It follows from this with w = 0 that

(8.3.2)
∑

1≤e<∞
(e,g)=1

µ(e)

e

∑

a|g

(ea,mh
g

·nk
g
)=1

µ(a)

φ(ea)
R(0; ae,mnhk/g2) =

φ(mnhk)

mnhk
.

Now the definition (8.2.2) of Υ± and a change of variables gives

Υ+(0;mh, nk) + Υ−(0;mh, nk) = 2

∫ ∞

0

W (u) du.
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From this, (8.2.6), and (8.3.2), we deduce that
(8.3.3)

U1(h, k) = Q
∑

1≤c≤C
(c,hk)=1

µ(c)

c

∑

1≤m,n<∞
(mn,c)=1
mh 6=nk

τA(m)τB(n)√
mn

V
(m
X

)
V
( n
X

) φ(mnhk)

mnhk

∫ ∞

0

W (u) du.

In order to show that U1(h, k) cancels with the main term of L0(h, k) given in (7.2.2), we
must complete the sum above to include the terms mh = nk. In order to do this successfully,
we must show that the total contribution of the terms with mh = nk is small. By (3.2) and
our assumption that V and W have compact support, the sum of the terms with mh = nk
is at most

(8.3.4) ≪ Q
∑

1≤c≤C

1

c

∑

1≤m,n≪X
mh=nk

(mn)ε√
mn

.

Observe that mh = nk if and only if there is an integer ℓ such that m = ℓK and n = ℓH,
where, as before, H and K are defined by H := h/(h, k) and K := k/(h, k). Thus (8.3.4) is

≪ (HK)−1/2+εQ(logC)
∑

1≤ℓ≪X

1

ℓ1−ε
≪ Xε(HK)−1/2+εQ logC.

Hence, including the mh = nk terms in (8.3.3) gives

U1(h, k) = Q
∑

1≤c≤C
(c,hk)=1

µ(c)

c

∑

1≤m,n<∞
(mn,c)=1

τA(m)τB(n)√
mn

V
(m
X

)
V
( n
X

) φ(mnhk)

mnhk

∫ ∞

0

W (u) du

+O

(
Q

(XCHK)ε√
HK

)
.

(8.3.5)

The main term here cancels with the main term from our analysis of L0(h, k), given in
(7.2.2). More precisely, it follows from (7.2.2) and (8.3.5) that

(8.3.6) U1(h, k) = −L0(h, k) +O
(
(Xhk)εXC

)
+O

(
Q

(XCHK)ε√
HK

)
.

Summarizing this section, we deduce from (8.1.5), (8.2.5), and (8.3.6) that

(8.3.7) U(h, k) = −L0(h, k) + U2(h, k) + U r(h, k) +O
(
(Xhk)εXC

)
+O

(
Q

(XCHK)ε√
HK

)
.

Looking forward, we show in Section 9 that U2(h, k) is, up to an admissible error term, equal
to the one-swap terms I1(h, k) predicted by the recipe. In Section 10, we bound the average
of (hk)−1/2U r(h, k) over h, k and show that U r(h, k) is an acceptable error term.

9. The term U2(h, k): extracting the one-swap terms

Recall that U2(h, k), defined by (8.2.7), does not include the diagonal terms mh = nk.
As in the analysis of U1(h, k), we will find it advantageous to add these terms back in,
and so we must show that the total contribution of these terms is acceptably small. The
analysis that follows is similar to that of U1(h, k) in Subsection 8.3. However, the treatment
of Υ±(w;mk, nk) is more delicate because the variables m and n are entangled in the factor
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|mh± nk|. To ameliorate this challenge, we first introduce a bit of averaging as in Section 7
of [CIS19]. This averaging will lead to expressions with absolutely convergent integrals after
separating the variables m and n in Υ±(w;mk, nk) (Proposition 9.2 below). The absolute
convergence, in turn, will allow us to interchange the order of summation in our analysis of
U2(h, k) and extract the predicted one-swap terms in the subsections that follow.

To begin, we state and prove the averaging result that we will apply as just described.

Lemma 9.1. Let f : [0,∞) → C be a continuously differentiable function of compact support
such that f is zero in a neighborhood of zero. Let x, y, v ∈ R, with v > 0. Then the function

t 7−→ f(v|x− ty|)

is continuously differentiable on R. Moreover, if 0 < δ < 1, then

f(v|x− y|) =
1

2δ

∫ δ

−δ

f(v|x− eξy|) dξ +O(|vy|δ),

where the implied constant depends only on f .

Proof. That the function t 7−→ f(v|x − ty|) is continuously differentiable on R follows by
the chain rule and the assumption that f is zero in a neighborhood of zero. Moreover,
f ′(x) = O(1) uniformly on R because f has compact support, and so

d

dt
f(v|x− ty|) = ±vyf ′(v|x− ty|) ≪ |vy|.

It follows from this and the fundamental theorem of calculus that, for 0 < δ < 1,

∫ δ

−δ

f(v|x− eξy|) dξ −
∫ δ

−δ

f(v|x− y|) dξ =

∫ δ

−δ

∫ eξ

1

d

dt
f(v|x− ty|) dt dξ

≪ |vy|
∫ δ

−δ

|ξ| dξ ≪ |vy|δ2.

Rearranging the terms gives the lemma. �

Before we apply Lemma 9.1 to the sum U2(h, k) defined by (8.2.7), we first truncate the
w-integral in (8.2.7). Doing so will enable us to easily deal with the error term arising from
the application of Lemma 9.1. To this end, observe that if ξ ∈ R, then a change of variables
implies

(9.1)

∫ ∞

0

c|mh± eξnk|
gxQ

W

(
c|mh± eξnk|

gxQ

)
xw−1 dx =

(
c|mh± eξnk|

gQ

)w
W̃ (1 − w).

If w, c,m, h, n, k are as in (8.2.7), then |mh± nk| ≥ 1 since mh 6= nk, and so the definition
(8.2.2) of Υ±(w;mh, nk), (9.1) with ξ = 0, and (3.10) imply that

(9.2) Υ±(w;mh, nk) ≪ν
(gQ)ε

|w|ν

for any positive integer ν. Now the definition (8.2.3) of R implies that if Re(w) = −ε, then

(9.3) R(w; ea,mhnk/g2) ≪ (mhnk)ε.
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From this and (9.2), we see that the part of the integral in (8.2.7) that has |Im(w)| ≥ (XQ)ε

is negligible. Thus, using also (3.2), the definition g = (mh, nk), and the assumption that V
has compact support, we deduce that

U2(h, k) =
Q

2

∑

1≤c≤C
(c,hk)=1

µ(c)

c

∑

1≤m,n<∞
(mn,c)=1
mh 6=nk

τA(m)τB(n)√
mn

V
(m
X

)
V
( n
X

) ∑

1≤e<∞
(e,g)=1

µ(e)

e

×
∑

a|g

(ea,mh
g

·nk
g
)=1

µ(a)

φ(ea)
· 1

2πi

∫ −ǫ+i(XQ)ε

−ǫ−i(XQ)ε
Υ±(w;mh, nk)ζ(1 + w)R(w; ea,mhnk/g2) dw

+O
(
(Chk)εQ−99

)
.

(9.4)

Having truncated the integral in (8.2.7), we now apply Lemma 9.1. Recall that the support
of W is a compact subset of (0,∞). Use Lemma 9.1 with f(u) = uW (u) and δ defined by
(3.4) to deduce that the integrand in (8.2.2) satisfies

c|mh± nk|
gxQ

W

(
c|mh± nk|

gxQ

)
=

1

2δ

∫ δ

−δ

c|mh± eξnk|
gxQ

W

(
c|mh± eξnk|

gxQ

)
dξ +O

(
cnkδ

gxQ

)
.

We insert this into the definition (8.2.2) of Υ±(w;mh, nk). The contribution of the error
term is

≪ cnkδ

gQ

(
c|mh± nk|

gQ

)−ε−1

≪ Xkδ(gQ)ε

for w, c,m, h, n, k satisfying the conditions in (9.4), because |mh ± nk| ≥ 1, c ≥ 1, n ≪ X,
and, by the support of W , the integrand in (8.2.2) is zero unless x ≍ c|mh± nk|/(gQ). We
arrive at

Υ±(w;mh, nk) =
1

2δ

∫ ∞

0

∫ δ

−δ

c|mh± eξnk|
gxQ

W

(
c|mh± eξnk|

gxQ

)
xw−1 dξ dx+O

(
Xkδ(gQ)ε

)
.

This and (9.1) imply

Υ±(w;mh, nk) =
1

2δ

∫ δ

−δ

(
c|mh± eξnk|

gQ

)w
W̃ (1 − w) dξ +O

(
Xkδ(gQ)ε

)
.

We insert this into (9.4) to deduce that

U2(h, k) =
Q

2

∑

1≤c≤C
(c,hk)=1

µ(c)

c

∑

1≤m,n<∞
(mn,c)=1
mh 6=nk

τA(m)τB(n)√
mn

V
(m
X

)
V
( n
X

) ∑

1≤e<∞
(e,g)=1

µ(e)

e

∑

a|g

(ea,mh
g

·nk
g
)=1

µ(a)

φ(ea)

× 1

2πi

∫ −ǫ+i(XQ)ε

−ǫ−i(XQ)ε
ζ(1 + w)R(w; ea,mhnk/g2)

(
c

gQ

)w
W̃ (1 − w)

× 1

2δ

∫ δ

−δ

|mh± eξnk|w dξ dw +O
(
(XChk)εkX2Q−97

)
,

(9.5)

where, to bound the error term, we have used (3.2), (9.3), the definition g = (mh, nk), the
definition (3.4) of δ, and the assumption that V has compact support.
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The following proposition, which is Proposition 2 in [CIS19], enables us to separate the
variables m and n in the expression |mh ± eξnk| and thus write the m,n, e, a-sum in (9.5)
in terms of an Euler product.

Proposition 9.2 (Proposition 2 of [CIS19]). Let ω be a complex number with Re(ω) > 0.
Then for any 0 < c < Re(ω), and r > 0 with r 6= 1, we have

|1 + r|−ω + |1 − r|−ω =
1

2πi

∫

(c)

H(z, ω)r−z dz.

Therefore, for any δ > 0,

(9.6)
1

2δ

∫ δ

−δ

|1 + eξr|−ω + |1 − eξr|−ω dξ =
1

2πi

∫

(c)

H(z, ω)r−z
eδz − e−δz

2δz
dz,

where H(z, ω) is defined by (3.13). The z-integral in (9.6) converges absolutely for Re(ω) < 1.

We apply Proposition 9.2 with ω = −w, Re(w) = −ǫ, c = ǫ/2, and r = nk/(mh), which
is 6= 1 in (9.5), to deduce that

1

2δ

∫ δ

−δ

∣∣∣∣1 + eξ
nk

mh

∣∣∣∣
w

+

∣∣∣∣1 − eξ
nk

mh

∣∣∣∣
w

dξ =
1

2πi

∫

(ǫ/2)

H(z,−w)

(
nk

mh

)−z
eδz − e−δz

2δz
dz.

Multiply both sides by (mh)w to find that

1

2δ

∫ δ

−δ

|mh+ eξnk|w + |mh− eξnk|w dξ =
1

2πi

∫

(ǫ/2)

H(z,−w)(mh)w+z(nk)−z
eδz − e−δz

2δz
dz.

We insert this into (9.5) and arrive at

U2(h, k) =
Q

2

∑

1≤c≤C
(c,hk)=1

µ(c)

c

∑

1≤m,n<∞
(mn,c)=1
mh 6=nk

τA(m)τB(n)√
mn

V
(m
X

)
V
( n
X

) ∑

1≤e<∞
(e,g)=1

µ(e)

e

∑

a|g

(ea,mh
g

·nk
g
)=1

µ(a)

φ(ea)

× 1

2πi

∫ −ǫ+i(XQ)ε

−ǫ−i(XQ)ε
ζ(1 + w)R(w; ea,mhnk/g2)

(
c

gQ

)w
W̃ (1 − w)

× 1

2πi

∫

(ǫ/2)

H(z,−w)(mh)w+z(nk)−z
eδz − e−δz

2δz
dz dw +O

(
(XChk)εkX2Q−97

)
.

(9.7)

By (3.2), (3.15), (3.10), (9.3), and the assumption that V has compact support, we may
extend the w-integral in (9.7) to infinity by introducing a negligible error. We then insert
(8.3.1) to deduce that

U2(h, k) =
Q

2

∑

1≤c≤C
(c,hk)=1

µ(c)

c

∑

1≤m,n<∞
(mn,c)=1
mh 6=nk

τA(m)τB(n)√
mn

V
(m
X

)
V
( n
X

) 1

2πi

∫

(−ǫ)

ζ(1 + w)

× W̃ (1 − w)

(
c

gQ

)w
1

2πi

∫

(ǫ/2)

H(z,−w)(mh)w+z(nk)−z
eδz − e−δz

2δz
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×
∏

p|mnhk/g2

(
1 − 1

p1+w

) ∏

p|g
p∤mnhk/g2

(
1 +

1

pw+1(p− 1)
− 1

p− 1

)

×
∏

p∤g
p∤mnhk/g2

(
1 +

p−w − 1

p(p− 1)

)
dz dw +O

(
(XChk)εkX2Q−97

)
.(9.8)

We next add the mh = nk terms to complete the m,n-sum. Let us first show that their
total, which is the above main term expression with the condition mh 6= nk replaced with
mh = nk, is acceptably small. As we have seen in the discussion below (8.3.4), mh = nk if
and only if m = ℓK and n = ℓH for some integer ℓ. For such an ℓ, the condition (mn, c) = 1
is equivalent to (ℓ, c) = 1 because (c, hk) = 1. Moreover, if mh = nk, then the definition
g = (mh, nk) implies g = mh = nk. Thus the total contribution of the mh = nk terms is

Q

2

∑

1≤c≤C
(c,hk)=1

µ(c)

c

∑

1≤ℓ<∞
(ℓ,c)=1

τA(ℓK)τB(ℓH)

ℓ
√
HK

V

(
ℓK

X

)
V

(
ℓH

X

)
1

2πi

∫

(−ǫ)

ζ(1 + w)

× W̃ (1 − w)

(
c

Q

)w
1

2πi

∫

(ǫ/2)

H(z,−w)
eδz − e−δz

2δz

×
∏

p|ℓhk

(
1 +

1

pw+1(p− 1)
− 1

p− 1

) ∏

p∤ℓhk

(
1 +

p−w − 1

p(p− 1)

)
dz dw.(9.9)

We may restrict the ℓ sum to 1 ≤ ℓ ≪ X because V is compactly supported. The product
over p|ℓhk is bounded by (hkℓ)ε, and the infinite product over p ∤ ℓhk is absolutely convergent
since Re(w) = −ǫ. Thus (9.9) is

≪ Q1+ε
∑

1≤c≤C

1

c1+ε

∑

1≤ℓ≪X

(hkℓ)ε

ℓ
√
HK

×
∫

(−ǫ)

∫

(ǫ/2)

∣∣∣∣ζ(1 + w)W̃ (1 − w)H(z,−w)
eδz − e−δz

2δz

∣∣∣∣ |dz| |dw|
(9.10)

To bound the latter w, z-integral, observe that if Re(w) = −ǫ and Re(z) = ǫ/2, then (3.10)

and (3.15) imply that W̃ (1 − w)H(z,−w) is O(|w|−99|z|ε−1) for |w − z| ≥ |z|/2, and is
O(|w|−99|z|−99) for |w − z| ≤ |z|/2 since |w| ≍ |z| and |w − z| ≥ ǫ/2 in this case. Hence

∫

(−ǫ)

∫

(ǫ/2)

∣∣∣∣ζ(1 + w)W̃ (1 − w)H(z,−w)
eδz − e−δz

2δz

∣∣∣∣ |dz| |dw|

≪
∫

(−ǫ)

∫

(ǫ/2)

|w|−98|z|ε−1 min

{
1,

1

δ|z|

}
|dz| |dw| ≪

(
1

δ

)ε
.

(9.11)

From this, (9.10), and the definition (3.4) of δ, we deduce that the total contribution of the
mh = nk terms is

(9.12) ≪ Q1+ε
∑

1≤c≤C

1

c1+ε

∑

1≤ℓ≪X

(hkℓ)ε

ℓ
√
HK

≪ XεQ1+ε (hk)ε(h, k)

(hk)1/2
.

We now complete the m,n-sum in (9.8) by including the mh = nk terms. As we have just
shown, this introduces an error of size (9.12). Then, we apply Mellin inversion to V (m/X)
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and V (n/X) and arrive at

U2(h, k) =
Q

2

∑

1≤c≤C
(c,hk)=1

µ(c)

c
· 1

(2πi)2

∫

(2)

∫

(2)

Xs1+s2
∑

1≤m,n<∞
(mn,c)=1

τA(m)τB(n)

m
1
2
+s1n

1
2
+s2

Ṽ (s1)Ṽ (s2)

× 1

2πi

∫

(−ǫ)

ζ(1 + w)W̃ (1 − w)

(
c

gQ

)w
1

2πi

∫

(ǫ/2)

H(z,−w)(mh)w+z(nk)−z

× eδz − e−δz

2δz

∏

p|mnhk/g2

(
1 − 1

p1+w

) ∏

p|g
p∤mnhk/g2

(
1 +

1

pw+1(p− 1)
− 1

p− 1

)

×
∏

p∤g
p∤mnhk/g2

(
1 +

p−w − 1

p(p− 1)

)
dz dw ds2 ds1

+O

(
XεQ1+ε (hk)ε(h, k)

(hk)1/2
+ (XChk)εkX2Q−97

)
.

(9.13)

We have chosen the s1- and s2-lines to be at Re(s1) = Re(s2) = 2 to ensure the absolute
convergence of the m,n-sum.

Our next task is to express the m,n-sum in (9.13) as an Euler product. This sum is

∑

1≤m,n<∞
(mn,c)=1

τA(m)τB(n)

m
1
2
+s1n

1
2
+s2

g−wmw+zn−z
∏

p|mnhk/g2

(
1 − 1

p1+w

)

×
∏

p|g
p∤mnhk/g2

(
1 +

1

p1+w(p− 1)
− 1

p− 1

) ∏

p∤g
p∤mnhk/g2

(
1 +

p−w − 1

p(p− 1)

)

=
∑

1≤m,n<∞

∏

p

f(m,n, p),

(9.14)

where f(m,n, p) is defined by

f(m,n, p) := F1(m,n, p)F2(m,n, p)F3(m,n, p)

with F1, F2, F3 defined by

F1(m,n, p) :=





1 if p ∤ c

1 if p|c and ordp(m) = ordp(n) = 0

0 if p|c and ordp(mn) > 0,

F2(m,n, p) :=
τA(pordp(m))τB(pordp(n))

p(
1
2
+s1−w−z)ordp(m)p(

1
2
+s2+z)ordp(n)pwmin{ordp(m)+ordp(h),ordp(n)+ordp(k)}

,
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and

F3(m,n, p) :=





1 − 1

p1+w
if p|mnhk

g2

1 +
1

p1+w(p− 1)
− 1

p− 1
if p|g and p ∤ mnhk

g2

1 +
p−w − 1

p(p− 1)
if p ∤ mnhk

g
,

respectively. We can rewrite the conditions in F3(m,n, p) in terms of ordp(m), ordp(n),
ordp(h), and ordp(k), as follows. Since g = (mh, nk), a prime p divides mnhk/g2 if and only
if

ordp(m) + ordp(h) + ordp(n) + ordp(k) − 2 min{ordp(m) + ordp(h), ordp(n) + ordp(k)} > 0.

Since two real numbers x, y satisfy x + y − 2 min{x, y} > 0 if and only if x 6= y, it follows
that p|mnhk/g2 if and only if ordp(m) + ordp(h) 6= ordp(n) + ordp(k). A similar argument
shows that a prime p satisfies p ∤ mnhk/g if and only if p ∤ mhnk. Thus the definition of
F3(m,n, p) is equivalent to

F3(m,n, p) =





1 − 1

p1+w
if ordp(m) + ordp(h) 6= ordp(n) + ordp(k)

1 +
1

p1+w(p− 1)
− 1

p− 1
if ordp(m) + ordp(h) = ordp(n) + ordp(k) > 0

1 +
p−w − 1

p(p− 1)
if ordp(m) + ordp(h) = ordp(n) + ordp(k) = 0.

If p|c, then F1(m,n, p) = 0 unless m = n = 1, in which case

f(1, 1, p) = F1(1, 1, p)F2(1, 1, p)F3(1, 1, p) = 1 +
p−w − 1

p(p− 1)

because (c, hk) = 1. Thus, from (9.14) and Lemma 3.2, we deduce that the m,n-sum in
(9.13) equals

∏

p

∑

0≤m,n<∞

f(pm, pn, p)

=
∏

p|c

(
1 +

p−w − 1

p(p− 1)

)∏

p∤c

∑

0≤m,n<∞

F2(m,n, p)F3(m,n, p)

=
∏

p|c

(
1 +

p−w − 1

p(p− 1)

)

×
∏

p∤c
p|hk

(
∑

0≤m,n<∞
m+ordp(h)=n+ordp(k)

τA(pm)τB(pn)
(

1 + 1
p1+w(p−1)

− 1
p−1

)

pm( 1
2
+s1−w−z)pn(

1
2
+s2+z)pwmin{m+ordp(h),n+ordp(k)}



38 SIEGFRED BALUYOT AND CAROLINE L. TURNAGE-BUTTERBAUGH

+
∑

0≤m,n<∞
m+ordp(h) 6=n+ordp(k)

τA(pm)τB(pn)
(

1 − 1
p1+w

)

pm( 1
2
+s1−w−z)pn(

1
2
+s2+z)pwmin{m+ordp(h),n+ordp(k)}

)

×
∏

p∤c
p∤hk

(
1 +

p−w − 1

p(p− 1)
+

∞∑

m=1

τA(pm)τB(pm)
(

1 + 1
p1+w(p−1)

− 1
p−1

)

pm(1+s1+s2)

+
∑

0≤m,n<∞
m 6=n

τA(pm)τB(pn)
(

1 − 1
p1+w

)

pm( 1
2
+s1−w−z)pn(

1
2
+s2+z)pwmin{m,n}

)
.

We substitute this for the m,n-sum in (9.13). For convenience, we also make a change of
variables w 7→ 1 − w. The result is

U2(h, k) =
Q

2

∑

1≤c≤C
(c,hk)=1

µ(c)

c
· 1

(2πi)4

∫

(2)

∫

(2)

Xs1+s2Ṽ (s1)Ṽ (s2)

∫

(1+ǫ)

ζ(2 − w)W̃ (w)

(
c

Q

)1−w

×
∫

(ǫ/2)

H(z, w − 1)
eδz − e−δz

2δz
h1−w+zk−z

∏

p|c

(
1 +

pw−1 − 1

p(p− 1)

)

×
∏

p∤c
p|hk

(
∑

0≤m,n<∞
m+ordp(h)=n+ordp(k)

τA(pm)τB(pn)
(

1 + pw

p2(p−1)
− 1

p−1

)

pm(− 1
2
+s1+w−z)pn(

1
2
+s2+z)p(1−w)min{m+ordp(h),n+ordp(k)}

+
∑

0≤m,n<∞
m+ordp(h) 6=n+ordp(k)

τA(pm)τB(pn)
(

1 − pw

p2

)

pm(− 1
2
+s1+w−z)pn(

1
2
+s2+z)p(1−w)min{m+ordp(h),n+ordp(k)}

)

×
∏

p∤c
p∤hk

(
1 +

pw−1 − 1

p(p− 1)
+

∞∑

m=1

τA(pm)τB(pm)
(

1 + pw

p2(p−1)
− 1

p−1

)

pm(1+s1+s2)

+
∑

0≤m,n<∞
m 6=n

τA(pm)τB(pn)
(

1 − pw

p2

)

pm(− 1
2
+s1+w−z)pn(

1
2
+s2+z)p(1−w)min{m,n}

)
dz dw ds2 ds1

+O

(
XεQ1+ε (hk)ε(h, k)

(hk)1/2
+ (XChk)εkX2Q−97

)
.(9.15)

9.1. Analysis of the predicted one-swap terms from the recipe. Before we continue
our treatment of U2(h, k), we first break down the predicted one-swap terms into several
parts via the residue theorem. Afterward, we will show that U2(h, k) is equal to the sum of
the same parts plus admissible error terms.

Recall that the definition of I∗
1 (h, k) is given by (4.8) with ℓ = 1. For each term in the

definition of I∗
1 (h, k), we denote the element of U by α and the element of V by β, and we

multiply the integrand by ζ(w − 1 + α + s1 + β + s2) and divide it by the Euler product
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of ζ(w − 1 + α + s1 + β + s2). This “factoring out” of the zeta-function gives us a further
analytic continuation of the integrand and allows us to evaluate its residues when shifting
contours. With these notations and factorization, we thus write I∗

1 (h, k) as

I∗
1 (h, k) =

∑

α∈A
β∈B

1

2(2πi)3

∫

(ε)

∫

(ε)

∫

(2+ε)

Xs1+s2QwṼ (s1)Ṽ (s2)W̃ (w)

×X (1
2

+ α + s1)X (1
2

+ β + s2)
∏

γ∈As1r{α+s1}∪{−β−s2}
δ∈Bs2r{β+s2}∪{−α−s1}

ζ(1 + γ + δ)

×ζ(w − 1 + α + s1 + β + s2)K(s1, s2, w) dw ds2 ds1,

(9.1.1)

where K(s1, s2, w) is defined by

K(s1, s2, w) =K(s1, s2, w;A,B, α, β, h, k)

:=
∏

p|hk

{(
1 − 1

pw−1+α+s1+β+s2

) ∏

γ∈As1r{α+s1}∪{−β−s2}
δ∈Bs2r{β+s2}∪{−α−s1}

(
1 − 1

p1+γ+δ

)

×
∑

0≤m,n<∞
m+ordp(h)=n+ordp(k)

τAs1r{α+s1}∪{−β−s2}(p
m)τBs2r{β+s2}∪{−α−s1}(p

n)

pm/2pn/2

}

×
∏

p∤hk

{(
1 − 1

pw−1+α+s1+β+s2

) ∏

γ∈As1r{α+s1}∪{−β−s2}
δ∈Bs2r{β+s2}∪{−α−s1}

(
1 − 1

p1+γ+δ

)

×
(

1 +
p− 2

pw+α+s1+β+s2
+

(
1 − 1

p

)2
p2(1−w−α−s1−β−s2)

1 − p1−w−α−s1−β−s2

+
∞∑

m=1

τAs1r{α+s1}∪{−β−s2}(p
m)τBs2r{β+s2}∪{−α−s1}(p

m)

pm

)}
.(9.1.2)

To facilitate our estimations, we first prove the following lemma, which will allow us to
move lines of integration and bound the integrals that remain after applying the residue
theorem.

Lemma 9.3. Suppose that ǫ > 0 is arbitrarily small. Let α ∈ A and β ∈ B, and let h and
k be positive integers. If s1, s2, w are complex numbers such that

(i) Re(w − 1 + α + s1 + β + s2) ≥ 1
2

+ ε,

(ii) −1
2

+ 5ǫ ≤ Re(s1 + s2) ≤ 2ǫ, and
(iii) either |Re(s1)| ≤ ǫ or |Re(s2)| ≤ ǫ,

then the product (9.1.2) defining K(s1, s2, w;A,B, α, β, h, k) converges absolutely and we have

K(s1, s2, w;A,B, α, β, h, k) ≪ε (hk)ε.

Proof. Since Re(w − 1 + α + s1 + β + s2) ≥ 1
2

+ ε, we have

(9.1.3)
1

pw−1+α+s1+β+s2
≪ 1

p
1
2
+ε
.
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Moreover, each term of the form p−1−γ−δ in the definition (9.1.2) of K(s1, s2, w) satisfies

p−1−γ−δ ≪ p−
1
2
−ε because −1

2
+ 5ǫ ≤ Re(s1 + s2) ≤ 2ǫ and each element of A ∪ B is

≪ 1/ logQ. We may thus multiply out the product and apply the definition (3.1) of τE to
deduce that

(
1 − 1

pw−1+α+s1+β+s2

) ∏

γ∈As1r{α+s1}∪{−β−s2}
δ∈Bs2r{β+s2}∪{−α−s1}

(
1 − 1

p1+γ+δ

)

= 1 − 1

pw−1+α+s1+β+s2
−

∑

γ∈As1r{α+s1}∪{−β−s2}
δ∈Bs2r{β+s2}∪{−α−s1}

1

p1+γ+δ
+O

(
1

p1+ε

)

= 1 − 1

pw−1+α+s1+β+s2
−
τAs1r{α+s1}∪{−β−s2}(p)τBs2r{β+s2}∪{−α−s1}(p)

p
+O

(
1

p1+ε

)
.

(9.1.4)

We may assume that |Re(s2)| ≤ ǫ as the proof for the case with |Re(s1)| ≤ ǫ is similar.
Since −1

2
+ 5ǫ ≤ Re(s1 + s2) ≤ 2ǫ, it then follows that −1

2
+ 4ǫ ≤ Re(s1) ≤ 3ǫ. This, the

inequality |Re(s2)| ≤ ǫ, and the bound (3.2) imply

(9.1.5) τAs1r{α+s1}∪{−β−s2}(p
m) ≪ε p

m( 1
2
−4ǫ+ε),

and

(9.1.6) τBs2r{β+s2}∪{−α−s1}(p
n) ≪ε p

n(3ǫ+ε).

Therefore

(9.1.7)
∞∑

m=2

τAs1r{α+s1}∪{−β−s2}(p
m)τBs2r{β+s2}∪{−α−s1}(p

m)

pm
≪

∞∑

m=2

pm( 1
2
−ǫ+ε)

pm
≪ 1

p1+ε

and

∑

0≤m,n<∞
m+ordp(h)=n+ordp(k)

τAs1r{α+s1}∪{−β−s2}(p
m)τBs2r{β+s2}∪{−α−s1}(p

n)

pm/2pn/2

≪
∑

0≤m,n<∞

pm( 1
2
−4ǫ+ε)pn(3ǫ+ε)

pm/2pn/2

≪ 1.

(9.1.8)

From (9.1.3), (9.1.4), (9.1.5) with m = 1, (9.1.6) with n = 1, and (9.1.8), we deduce that
if p|hk then the local factor in (9.1.2) corresponding to p is O(1). On the other hand,
from (9.1.3), (9.1.4), and (9.1.7), we deduce that if p ∤ hk then the local factor in (9.1.2)
corresponding to p is 1 + O(p−1−ε). It follows that the right-hand side of (9.1.2) converges
absolutely, and is ≪ (hk)ε since

∏
p|ν O(1) ≪ νε for any positive integer ν. �

We now move the w-line in (9.1.1) to Re(w) = 3
2

+ ε. This leaves a residue from the pole
at w = 2 − α − s1 − β − s2. To bound the new integral that has Re(w) = 3

2
+ ε, we use
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Lemma 9.3, (3.6), and (3.10). Since the residue of ζ(s) at s = 1 is 1, we arrive at

(9.1.9) I∗
1 (h, k) =

∑

α∈A
β∈B

1

2(2πi)2

∫

(ǫ)

∫

(ǫ)

J ds2 ds1 +O
(
XεQ

3
2
+ε(hk)ε

)
,

where, for brevity, we define J by

J := Xs1+s2Q2−α−s1−β−s2Ṽ (s1)Ṽ (s2)W̃ (2 − α− s1 − β − s2)

×X (1
2

+ α + s1)X (1
2

+ β + s2)
∏

γ∈As1r{α+s1}∪{−β−s2}
δ∈Bs2r{β+s2}∪{−α−s1}

ζ(1 + γ + δ)

×K(s1, s2, 2 − α− s1 − β − s2).

(9.1.10)

Notice that we have now specified the lines of integration in (9.1.9) to be Re(s1) = ǫ and
Re(s2) = ǫ, with ǫ fixed and arbitrarily small. The purpose of this is to make the succeeding
estimations more explicit.

Next, we move the s2-line in (9.1.9) to Re(s2) = −1
2

+ 5ǫ. This leaves residues from

the pole at s2 = 0 due to the factor Ṽ (s2), the pole at s2 = −s1 − α − β due to the factor
ζ(1−α−s1−β−s2), and the poles at s2 = −s1−α′−β′ due to the factors ζ(1+α′+s1+β′+s2),
where α′ runs through the elements of Ar{α} and β′ runs through the elements of Br{β}.
To bound the new integral that has Re(s2) = −1

2
+ 5ǫ, we use Lemma 9.3, (3.6), and (3.10).

We arrive at

I∗
1 (h, k) =

∑

α∈A
β∈B

1

4πi

∫

(ǫ)

Res
s2=0

J ds1 +
∑

α∈A
β∈B

1

4πi

∫

(ǫ)

Res
s2=−s1−α−β

J ds1

+
∑

α∈A
β∈B

∑

α′ 6=α
β′ 6=β

1

4πi

∫

(ǫ)

Res
s2=−s1−α′−β′

J ds1

+O
(
X− 1

2
+εQ

5
2 (hk)ε

)
+O

(
XεQ

3
2
+ε(hk)ε

)
.

For brevity, write this as

(9.1.11) I∗
1 (h, k) = J1 + J2 + J3 +O

(
X− 1

2
+εQ

5
2 (hk)ε

)
+O

(
XεQ

3
2
+ε(hk)ε

)
.

We first evaluate the contribution J1 of the residue at s2 = 0. By (3.9) and the definition
(9.1.10) of J , we have

Res
s2=0

J = Xs1Q2−α−s1−βṼ (s1)W̃ (2 − α− s1 − β)X (1
2

+ α + s1)X (1
2

+ β)

×
∏

γ∈As1r{α+s1}∪{−β}
δ∈Br{β}∪{−α−s1}

ζ(1 + γ + δ)K(s1, 0, 2 − α− s1 − β).(9.1.12)

We move the line of integration in the definition

J1 :=
∑

α∈A
β∈B

1

4πi

∫

(ǫ)

Res
s2=0

J ds1

to Re(s1) = −1
2

+ 5ǫ. We find residues from the pole at s1 = 0 due to the factor Ṽ (s1)
in (9.1.12), the pole at s1 = −α − β due to the factor ζ(1 − α − s1 − β), and the poles at
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s1 = −α′ − β′ due to the factors ζ(1 + α′ + s1 + β′), where α′ runs through the elements of
Ar {α} and β′ runs through the elements of B r {β}. To bound the new integral that has
Re(s1) = −1

2
+ 5ǫ, we use Lemma 9.3, (3.6), and (3.10). We deduce that

J1 =
1

2

∑

α∈A
β∈B

Res
s1=0

Res
s2=0

J +
1

2

∑

α∈A
β∈B

Res
s1=−α−β

Res
s2=0

J

+
1

2

∑

α∈A
β∈B

∑

α′ 6=α
β′ 6=β

Res
s1=−α′−β′

Res
s2=0

J +O
(
X− 1

2
+εQ

5
2 (hk)ε

)
.

For brevity, we write this as

(9.1.13) J1 = J11 + J12 + J13 +O
(
X− 1

2
+εQ

5
2 (hk)ε

)
.

We deduce from (3.9) and (9.1.12) that

J11 =
∑

α∈A
β∈B

1

2
Q2−α−βW̃ (2 − α− β)X (1

2
+ α)X (1

2
+ β)

×
∏

γ∈Ar{α}∪{−β}
δ∈Br{β}∪{−α}

ζ(1 + γ + δ)K(0, 0, 2 − α− β).
(9.1.14)

Since X (1
2
−β)X (1

2
+β) = 1 by the definition (3.11) of X and the residue of ζ(1−α−s1−β)

at s1 = −α− β is −1, it follows from (9.1.12) that term J12 in (9.1.13) equals

J12 = −1

2

∑

α∈A
β∈B

X−α−βQ2Ṽ (−α− β)W̃ (2)
∏

α̂ 6=α

β̂ 6=β

ζ(1 − α− β + α̂ + β̂)

×
∏

α̂ 6=α

ζ(1 + α̂− α)
∏

β̂ 6=β

ζ(1 + β̂ − β)K(−α− β, 0, 2).

(9.1.15)

Next, since the residue of ζ(1 + α′ + s1 + β′) at s1 = −α′ − β′ is 1, it follows from (9.1.12)
that the term J13 in (9.1.13) equals

J13 =
1

2

∑

α∈A
β∈B

∑

α′ 6=α
β′ 6=β

X−α′−β′

Q2−α−β+α′+β′

Ṽ (−α′ − β′)W̃ (2 − α− β + α′ + β′)

× X (1
2

+ α− α′ − β′)X (1
2

+ β)ζ(1 − α− β + α′ + β′)
∏

α̂ 6=α

β̂ 6=β

(α̂,β̂) 6=(α′,β′)

ζ(1 − α′ − β′ + α̂ + β̂)

×
∏

α̂ 6=α

ζ(1 + α̂− α)
∏

β̂ 6=β

ζ(1 + β̂ − β)K(−α′ − β′, 0, 2 − α− β + α′ + β′).

(9.1.16)

This, (9.1.13), (9.1.14), and (9.1.15) complete our evaluation of J1.
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Having estimated J1, we next turn to the integral J2 from (9.1.11). Recall its definition

(9.1.17) J2 :=
∑

α∈A
β∈B

1

4πi

∫

(ǫ)

Res
s2=−s1−α−β

J ds1.

Since X (1
2

+ α + s1)X (1
2
− α − s1) = 1 by the definition (3.11) of X and the residue of

ζ(1 − α − s1 − β − s2) at s2 = −s1 − α − β is −1, we see from the definition (9.1.10) of J
that

Res
s2=−s1−α−β

J = −X−α−βQ2Ṽ (s1)Ṽ (−s1 − α− β)W̃ (2)

×
∏

α̂ 6=α

β̂ 6=β

ζ(1 + α̂− α + β̂ − β)
∏

α̂ 6=α

ζ(1 + α̂− α)
∏

β̂ 6=β

ζ(1 + β̂ − β)

×K(s1,−s1 − α− β, 2).

(9.1.18)

We move the line of integration in (9.1.17) to Re(s1) = −ǫ − Re(α) − Re(β). This leaves

residues from the poles at s1 = 0 and s1 = −α−β due to the factors Ṽ (s1) and Ṽ (−s1−α−β)
in (9.1.18), and we arrive at

J2 =
1

2

∑

α∈A
β∈B

Res
s1=0

Res
s2=−s1−α−β

J +
1

2

∑

α∈A
β∈B

Res
s1=−α−β

Res
s2=−s1−α−β

J

+
∑

α∈A
β∈B

1

4πi

∫

(−ǫ−Re(α)−Re(β))

Res
s2=−s1−α−β

J ds1.

For brevity, we write this as

(9.1.19) J2 = J21 + J22 + J23.

Since the residue of Ṽ (s) at s = 0 is 1 by (3.9), it follows from (9.1.18) that

J21 = −1

2

∑

α∈A
β∈B

X−α−βQ2Ṽ (−α− β)W̃ (2)

×
∏

α̂ 6=α

β̂ 6=β

ζ(1 + α̂− α + β̂ − β)
∏

α̂ 6=α

ζ(1 + α̂− α)
∏

β̂ 6=β

ζ(1 + β̂ − β)K(0,−α− β, 2).

(9.1.20)

Similarly, since the residue of Ṽ (−s1 − α − β) at s1 = −α − β is −1 by (3.9), we see from
(9.1.18) that the term J22 in (9.1.19) equals

J22 =
1

2

∑

α∈A
β∈B

X−α−βQ2Ṽ (−α− β)W̃ (2)

×
∏

α̂ 6=α

β̂ 6=β

ζ(1 + α̂− α + β̂ − β)
∏

α̂ 6=α

ζ(1 + α̂− α)
∏

β̂ 6=β

ζ(1 + β̂ − β)K(−α− β, 0, 2).

(9.1.21)
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To evaluate the integral J23 in (9.1.19), we first prove the following lemma that gives a
functional equation for K.

Lemma 9.4. Suppose that ǫ > 0 is arbitrarily small. Let α ∈ A and β ∈ B, and let h and
k be positive integers. If s1, s2, w are complex numbers satisfying the conditions (i)–(iii) in
Lemma 9.3, then

K(s1, s2, w;A,B, α, β, h, k) =

(
h

k

)s1
K(0, s1 + s2, w;A,B, α, β, h, k).

Proof. Lemma 9.3 guarantees that the product (9.1.2) defining K(s1, s2, w) converges abso-
lutely and thus K(s1, s2, w) is well-defined. Now (3.3) implies that

τAs1r{α+s1}∪{−β−s2}(p
m)τBs2r{β+s2}∪{−α−s1}(p

m)

= τAr{α}∪{−β−s1−s2}(p
m)τBs1+s2r{β+s1+s2}∪{−α}(p

m).
(9.1.22)

Similarly, if m+ ordp(h) = n+ ordp(k), then (3.3) implies

τAs1r{α+s1}∪{−β−s2}(p
m)τBs2r{β+s2}∪{−α−s1}(p

n)

= ps1(n−m)τAr{α}∪{−β−s1−s2}(p
m)τBs1+s2r{β+s1+s2}∪{−α}(p

n)

= ps1(ordp(h)−ordp(k))τAr{α}∪{−β−s1−s2}(p
m)τBs1+s2r{β+s1+s2}∪{−α}(p

n).

(9.1.23)

Also, we have
γ + δ = (γ − s1) + (δ + s1).

Lemma 9.4 follows from this, (9.1.22), (9.1.23), the definition (9.1.2) of K, and the fact that

∏

p|hk

ps1(ordp(h)−ordp(k)) =

(
h

k

)s1
.

�

We now evaluate the integral J23 in (9.1.19). Lemma 9.4 implies for Re(s1) = −ǫ−Re(α)−
Re(β) that

(9.1.24) K(s1,−s1 − α− β, 2) =

(
h

k

)s1
K(0,−α− β, 2).

Moreover, a change of variables s1 7→ −s− α− β gives
∫

(−ǫ−Re(α)−Re(β))

Ṽ (s1)Ṽ (−s1 − α− β)

(
h

k

)s1
ds1 =

∫

(ǫ)

Ṽ (−s− α− β)Ṽ (s)

(
h

k

)−s−α−β

ds.

From this, (9.1.24), and (9.1.18), we deduce that the integral J23 in (9.1.19) equals

J23 = −
∑

α∈A
β∈B

1

4πi

∫

(ǫ)

X−α−βQ2Ṽ (s)Ṽ (−s− α− β)W̃ (2)

×
∏

α̂ 6=α

β̂ 6=β

ζ(1 + α̂− α + β̂ − β)
∏

α̂ 6=α

ζ(1 + α̂− α)
∏

β̂ 6=β

ζ(1 + β̂ − β)

×
(
h

k

)−s−α−β

K(0,−α− β, 2) ds.

(9.1.25)
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This, (9.1.19), (9.1.20), and (9.1.21) complete our calculation of J2.
Now that we have evaluated J2, we next turn our attention to the term J3 in (9.1.11).

Recall its definition

(9.1.26) J3 :=
∑

α∈A
β∈B

∑

α′ 6=α
β′ 6=β

1

4πi

∫

(ǫ)

Res
s2=−s1−α′−β′

J ds1.

Since the residue of ζ(1 + α′ + s1 + β′ + s2) at s2 = −s1 − α′ − β′ is 1, it follows from the
definition (9.1.10) of J that if α′ ∈ Ar {α} and β′ ∈ B r {β}, then

Res
s2=−s1−α′−β′

J = X−α′−β′

Q2−α−β+α′+β′

Ṽ (s1)Ṽ (−s1 − α′ − β′)W̃ (2 − α− β + α′ + β′)

×X (1
2

+ α + s1)X (1
2

+ β − s1 − α′ − β′)ζ(1 − α− β + α′ + β′)
∏

α̂ 6=α

β̂ 6=β

(α̂,β̂) 6=(α′,β′)

ζ(1 + α̂ + β̂ − α′ − β′)
∏

α̂ 6=α

ζ(1 + α̂− α)
∏

β̂ 6=β

ζ(1 + β̂ − β)

×K(s1,−s1 − α′ − β′, 2 − α− β + α′ + β′).

(9.1.27)

We move the line of integration in (9.1.26) to Re(s1) = −ǫ. We find residues from the poles

at s1 = 0 and s1 = −α′ − β′ due to the factors Ṽ (s1) and Ṽ (−s1 − α′ − β′) in (9.1.27), and
thus deduce that

J3 =
1

2

∑

α∈A
β∈B

∑

α′ 6=α
β′ 6=β

Res
s1=0

Res
s2=−s1−α′−β′

J +
1

2

∑

α∈A
β∈B

∑

α′ 6=α
β′ 6=β

Res
s1=−α′−β′

Res
s2=−s1−α′−β′

J

+
∑

α∈A
β∈B

∑

α′ 6=α
β′ 6=β

1

4πi

∫

(−ǫ)

Res
s2=−s1−α′−β′

J ds1.

For brevity, write this as

(9.1.28) J3 = J31 + J32 + J33.

We see from (3.9) and (9.1.27) that

J31 =
1

2

∑

α∈A
β∈B

∑

α′ 6=α
β′ 6=β

X−α′−β′

Q2−α−β+α′+β′

Ṽ (−α′ − β′)W̃ (2 − α− β + α′ + β′)

× X (1
2

+ α)X (1
2

+ β − α′ − β′)ζ(1 − α− β + α′ + β′)

×
∏

α̂ 6=α

β̂ 6=β

(α̂,β̂) 6=(α′,β′)

ζ(1 + α̂ + β̂ − α′ − β′)
∏

α̂ 6=α

ζ(1 + α̂− α)
∏

β̂ 6=β

ζ(1 + β̂ − β)

×K(0,−α′ − β′, 2 − α− β + α′ + β′).

(9.1.29)
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Similarly, since the residue of Ṽ (−s1 − α′ − β′) at s1 = −α′ − β′ is −1 by (3.9), we deduce
from (9.1.27) that the term J32 in (9.1.28) equals

J32 = −1

2

∑

α∈A
β∈B

∑

α′ 6=α
β′ 6=β

X−α′−β′

Q2−α−β+α′+β′

Ṽ (−α′ − β′)W̃ (2 − α− β + α′ + β′)

× X (1
2

+ α− α′ − β′)X (1
2

+ β)ζ(1 − α− β + α′ + β′)

×
∏

α̂ 6=α

β̂ 6=β

(α̂,β̂) 6=(α′,β′)

ζ(1 + α̂ + β̂ − α′ − β′)
∏

α̂ 6=α

ζ(1 + α̂− α)
∏

β̂ 6=β

ζ(1 + β̂ − β)

×K(−α′ − β′, 0, 2 − α− β + α′ + β′).(9.1.30)

To simplify the integral J33 in (9.1.28), we apply Lemma 9.4 to deduce that

K(s1,−s1 − α′ − β′, 2 − α− β + α′ + β′) =

(
h

k

)s1
K(0,−α′ − β′, 2 − α− β + α′ + β′).

It follows from this and (9.1.27) that the integral J33 in (9.1.28) equals

J33 =
∑

α∈A
β∈B

∑

α′ 6=α
β′ 6=β

1

4πi

∫

(−ǫ)

X−α′−β′

Q2−α−β+α′+β′

Ṽ (s1)Ṽ (−s1 − α′ − β′)W̃ (2 − α− β + α′ + β′)

× X (1
2

+ α + s1)X (1
2

+ β − s1 − α′ − β′)ζ(1 − α− β + α′ + β′)

×
∏

α̂ 6=α

β̂ 6=β

(α̂,β̂) 6=(α′,β′)

ζ(1 + α̂ + β̂ − α′ − β′)
∏

α̂ 6=α

ζ(1 + α̂− α)
∏

β̂ 6=β

ζ(1 + β̂ − β)

×
(
h

k

)s1
K(0,−α′ − β′, 2 − α− β + α′ + β′) ds1.

(9.1.31)

This, (9.1.28), (9.1.29), and (9.1.30) complete our evaluation of J3.
Putting together our calculations, we deduce from (9.1.11), (9.1.13), (9.1.19), and (9.1.28)

that

I∗
1 (h, k) = J11 + J12 + J13 + J21 + J22 + J23 + J31 + J32 + J33

+O
(
X− 1

2
+εQ

5
2 (hk)ε

)
+O

(
XεQ

3
2
+ε(hk)ε

)
.

The terms J12 and J22 cancel each other by (9.1.15) and (9.1.21), while J13 cancels with J32
by (9.1.16) and (9.1.30). Therefore

(9.1.32) I∗
1 (h, k) = J11 + J21 + J23 + J31 + J33 +O

(
X− 1

2
+εQ

5
2 (hk)ε

)
+O

(
XεQ

3
2
+ε(hk)ε

)
,

and we have evaluated J11 in (9.1.14), J21 in (9.1.20), J23 in (9.1.25), J31 in (9.1.29), and
J33 in (9.1.31). Our goal for the rest of this section is to show that U2(h, k) is equal to the
right-hand side of (9.1.32) up to an admissible error term.
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9.2. Analysis of U2(h, k). We now continue our analysis of U2(h, k). Our goal for this
subsection and the next is to show that U2(h, k) is equal to the right-hand side of (9.1.32)
up to an admissible error term. We multiply the integrand in (9.15) by

(9.2.1)
∏

α∈A

ζ(−1
2

+ α + s1 + w − z)
∏

β∈B

ζ(1
2

+ β + s2 + z)

and divide it by the Euler product of (9.2.1). The result is

U2(h, k) =
∑

1≤c≤C
(c,hk)=1

µ(c)

2(2πi)4

∫

(2)

∫

(2)

∫

(1+ǫ)

∫

(ǫ/2)

Xs1+s2Qwc−w

× Ṽ (s1)Ṽ (s2)W̃ (w)H(z, w − 1)
eδz − e−δz

2δz

× ζ(2 − w)
∏

α∈A

ζ(−1
2

+ α + s1 + w − z)
∏

β∈B

ζ(1
2

+ β + s2 + z)

× h1−w+zk−zP(s1, s2, w, z) dz dw ds2 ds1

+O

(
XεQ1+ε (hk)ε(h, k)

(hk)1/2
+ (XChk)εkX2Q−97

)
,

(9.2.2)

where P(s1, s2, w, z) is defined by

P(s1, s2, w, z) = P(s1, s2, w, z;A,B, h, k, c)

:=
∏

p|c

{(
1 +

pw−1 − 1

p(p− 1)

)∏

α∈A

(
1 − 1

p−
1
2
+α+s1+w−z

)∏

β∈B

(
1 − 1

p
1
2
+β+s2+z

)}

×
∏

p∤c
p|hk

{
∏

α∈A

(
1 − 1

p−
1
2
+α+s1+w−z

)∏

β∈B

(
1 − 1

p
1
2
+β+s2+z

)

×
(

∑

0≤m,n<∞
m+ordp(h)=n+ordp(k)

τA(pm)τB(pn)
(

1 + pw

p2(p−1)
− 1

p−1

)

pm(− 1
2
+s1+w−z)pn(

1
2
+s2+z)p(1−w)min{m+ordp(h),n+ordp(k)}

+
∑

0≤m,n<∞
m+ordp(h) 6=n+ordp(k)

τA(pm)τB(pn)
(

1 − pw

p2

)

pm(− 1
2
+s1+w−z)pn(

1
2
+s2+z)p(1−w)min{m+ordp(h),n+ordp(k)}

)}

×
∏

p∤c
p∤hk

{
∏

α∈A

(
1 − 1

p−
1
2
+α+s1+w−z

)∏

β∈B

(
1 − 1

p
1
2
+β+s2+z

)

×
(

1 +
pw−1 − 1

p(p− 1)
+

∞∑

m=1

τA(pm)τB(pm)
(

1 + pw

p2(p−1)
− 1

p−1

)

pm(1+s1+s2)

+
∑

0≤m<n<∞

τA(pm)τB(pn)
(

1 − pw

p2

)

pm( 1
2
+s1−z)pn(

1
2
+s2+z)

+
∑

0≤n<m<∞

τA(pm)τB(pn)
(

1 − pw

p2

)

pm(− 1
2
+s1+w−z)pn(

3
2
+s2−w+z)

)}
.

(9.2.3)
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As in our analysis of I∗
1 (h, k) in the previous subsection, this “factoring out” of the zeta-

functions (9.2.1) gives us the analytic continuation of the integrand and allows us to evaluate
its residues when shifting contours.

To facilitate our estimations, we first prove the following lemma, which will allow us to
move some lines of integration and bound integrals that remain after applying the residue
theorem.

Lemma 9.5. Suppose that ǫ > 0 is arbitrarily small. Let h, k, c be positive integers with
(c, hk) = 1. If s1, s2, w are complex numbers such that

(i) Re(w) ≤ 2 − ǫ,
(ii) Re(−1

2
+ s1 + w − z) ≥ 1

2
+ ǫ,

(iii) Re(1
2

+ s2 + z) ≥ 1
2

+ ǫ
(iv) Re(1 + s1 + s2) ≥ 1 + ǫ
(v) Re(1

2
+ s1 − z) ≥ ǫ, and

(vi) Re(3
2

+ s2 − w + z) ≥ ǫ.

then the product (9.2.3) defining P(s1, s2, w, z;A,B, h, k, c) converges absolutely and we have

P(s1, s2, w, z;A,B, h, k, c) ≪ε (chk)ε(h, k)Re(w)−1.

Proof. For brevity, in this proof we will refer to the conditions in the hypothesis by their
respective labels (i), (ii), . . . , (vi). We will also repeatedly apply without mention the
bounds τA(m) ≪ mε and τB(n) ≪ nε, which follow from (3.2) and our assumption that
α, β ≪ 1/ logQ for all α ∈ A and β ∈ B. The condition (i) implies

(9.2.4) 1 +
pw−1 − 1

p(p− 1)
= 1 +O

(
1

p1+ε

)
.

From (ii), (iii), and our assumption that α, β ≪ 1/ logQ for all α ∈ A and β ∈ B, we see
that

1

p−
1
2
+α+s1+w−z

≪ 1

p
1
2
+ε

for all α ∈ A and
1

p
1
2
+β+s2+z

≪ 1

p
1
2
+ε

for all β ∈ B. Thus, multiplying out the product and applying the definition (3.1) gives

∏

α∈A

(
1 − 1

p−
1
2
+α+s1+w−z

)∏

β∈B

(
1 − 1

p
1
2
+β+s2+z

)

= 1 −
∑

α∈A

1

p−
1
2
+α+s1+w−z

−
∑

β∈B

1

p
1
2
+β+s2+z

+O

(
1

p1+ε

)

= 1 − τA(p)

p−
1
2
+s1+w−z

− τB(p)

p
1
2
+s2+z

+O

(
1

p1+ε

)
.

(9.2.5)

By (i) and (iv), we have

(9.2.6)
∞∑

m=1

τA(pm)τB(pm)
(

1 + pw

p2(p−1)
− 1

p−1

)

pm(1+s1+s2)
≪

∞∑

m=1

1

pm(1+ε)
≪ 1

p1+ε
.
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Next, to estimate the sum

∑

0≤m<n<∞

τA(pm)τB(pn)
(

1 − pw

p2

)

pm( 1
2
+s1−z)pn(

1
2
+s2+z)

,

we separate it into three parts: the term with m = 0 and n = 1, the sum of the terms with
m = 0 and n ≥ 2, and the sum of the terms with m ≥ 1. The part with m = 0 and n ≥ 2
is at most O(p−1−ε) by (i) and (iii). To bound the part with m ≥ 1, we evaluate the n-sum
first and use (i), (iii), and (iv) to write

∑

1≤m<n<∞

τA(pm)τB(pn)
(

1 − pw

p2

)

pm( 1
2
+s1−z)pn(

1
2
+s2+z)

≪
∞∑

m=1

p(m+1)ε

pm(Re( 1
2
+s1−z))p(m+1)(Re( 1

2
+s2+z))

=
∞∑

m=1

p(m+1)ε

pm(Re(1+s1+s2))+Re( 1
2
+s2+z)

≪ 1

p
3
2
+ε
.

We thus arrive at

∑

0≤m<n<∞

τA(pm)τB(pn)
(

1 − pw

p2

)

pm( 1
2
+s1−z)pn(

1
2
+s2+z)

=
τB(p)

(
1 − pw

p2

)

p
1
2
+s2+z

+O

(
1

p1+ε

)
.

It follows from this and (vi) that

(9.2.7)
∑

0≤m<n<∞

τA(pm)τB(pn)
(

1 − pw

p2

)

pm( 1
2
+s1−z)pn(

1
2
+s2+z)

=
τB(p)

p
1
2
+s2+z

+O

(
1

p1+ε

)
.

A similar argument using (i), (ii), (iv), and (v) leads to

(9.2.8)
∑

0≤n<m<∞

τA(pm)τB(pn)
(

1 − pw

p2

)

pm(− 1
2
+s1+w−z)pn(

3
2
+s2−w+z)

=
τA(p)

p−
1
2
+s1+w−z

+O

(
1

p1+ε

)
.

We next bound the sum

(9.2.9)
∑

0≤m,n<∞
m+ordp(h)=n+ordp(k)

τA(pm)τB(pn)
(

1 + pw

p2(p−1)
− 1

p−1

)

pm(− 1
2
+s1+w−z)pn(

1
2
+s2+z)p(1−w)min{m+ordp(h),n+ordp(k)}

.

For brevity, we denote hp := ordp(h) and kp := ordp(k) for the rest of this proof. We make
the change of variable m 7→ ν + kp in (9.2.9), so that n = ν + hp, to write (9.2.9) as

1

pkp(
1
2
+s1−z)php(

3
2
+s2−w+z)

∞∑

ν=−min{hp,kp}

τA(pν+kp)τB(pν+hp)
(

1 + pw

p2(p−1)
− 1

p−1

)

pν(1+s1+s2)
.

Hence, by (i) and (iv), we see that (9.2.9) is at most

≪ pεhp+εkp+min{hp,kp}Re(1+s1+s2)

pkp(Re( 1
2
+s1−z))php(Re( 3

2
+s2−w+z))

.
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The denominator of this bound is ≥ pmin{hp,kp}Re( 1
2
+s1−z)pmin{hp,kp}Re( 3

2
+s2−w+z) by (v) and

(vi). It follows that

∑

0≤m,n<∞
m+ordp(h)=n+ordp(k)

τA(pm)τB(pn)
(

1 + pw

p2(p−1)
− 1

p−1

)

pm(− 1
2
+s1+w−z)pn(

1
2
+s2+z)p(1−w)min{m+ordp(h),n+ordp(k)}

≪ pεhp+εkp+min{hp,kp}(Re(w)−1).

(9.2.10)

Next, to bound the sum

∑

0≤m,n<∞
m+ordp(h)<n+ordp(k)

τA(pm)τB(pn)
(

1 − pw

p2

)

pm(− 1
2
+s1+w−z)pn(

1
2
+s2+z)p(1−w)min{m+ordp(h),n+ordp(k)}

,

we split it into the part with m < kp − hp and the part with m ≥ kp − hp to deduce that

(9.2.11)
∑

0≤m,n<∞
m+ordp(h)<n+ordp(k)

τA(pm)τB(pn)
(

1 − pw

p2

)

pm(− 1
2
+s1+w−z)pn(

1
2
+s2+z)p(1−w)min{m+ordp(h),n+ordp(k)}

= Σ1 + Σ2,

where

(9.2.12) Σ1 := p(w−1)hp

kp−hp−1∑

m=0

∞∑

n=0

τA(pm)τB(pn)
(

1 − pw

p2

)

pm( 1
2
+s1−z)pn(

1
2
+s2+z)

and

(9.2.13) Σ2 := p(w−1)hp

∞∑

m=max{0,kp−hp}

∞∑

n=m+hp−kp+1

τA(pm)τB(pn)
(

1 − pw

p2

)

pm( 1
2
+s1−z)pn(

1
2
+s2+z)

.

We use (i) to bound pw/p2 and apply (iii) to estimate the n-sums in (9.2.12) and (9.2.13) to
see that

(9.2.14) Σ1 ≪ p(Re(w)−1)hp

kp−hp−1∑

m=0

pmε

pm(Re( 1
2
+s1−z))

and

(9.2.15) Σ2 ≪ p(Re(w)−1)hp

∞∑

m=max{0,kp−hp}

1

pm(Re(1+s1+s2)−ε)p(hp−kp+1)(Re( 1
2
+s2+z)−ε)

.

If hp ≥ kp, then the m-sum on the right-hand side of (9.2.14) is zero. Otherwise, it is O(1)
by (v). In either case, we have

(9.2.16) Σ1 ≪ p(Re(w)−1)min{hp,kp}.

If hp ≥ kp, then the m-sum in (9.2.15) starts at m = 0 and thus (iii), (iv), and (vi) imply

Σ2 ≪
p(Re(w)−1)hp

p(hp−kp+1)(Re( 1
2
+s2+z)−ε)

=
p(Re(w)−1)kp

p(hp−kp)(Re( 3
2
+s2−w+z)−ε)pRe( 1

2
+s2+z)−ε

≪ p(Re(w)−1)kp

p
1
2
+ε
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On the other hand, if hp < kp, then the m-sum in (9.2.15) starts at m = kp − hp and it
follows from (iii), (iv), and (v) that

Σ2 ≪
p(Re(w)−1)hp

p(kp−hp)(Re(1+s1+s2)−ε)p(hp−kp+1)(Re( 1
2
+s2+z)−ε)

≤ p(Re(w)−1)hpp(kp−hp+1)ε

p(kp−hp)(Re( 1
2
+s1−z))pRe( 1

2
+s2+z)

≤ p(Re(w)−1)hpp(kp−hp+1)ε.

p
1
2
+ε

In either case, we have

Σ2 ≪ p(Re(w)−1)min{hp,kp}+εhp+εkp+ε−
1
2 .

From this, (9.2.16), and (9.2.11), we arrive at

∑

0≤m,n<∞
m+ordp(h)<n+ordp(k)

τA(pm)τB(pn)
(

1 − pw

p2

)

pm(− 1
2
+s1+w−z)pn(

1
2
+s2+z)p(1−w)min{m+ordp(h),n+ordp(k)}

≪ pεhp+εkp+ε+(Re(w)−1)min{hp,kp}.

(9.2.17)

A similar argument using (i), (ii), (iv), (v), and (vi) gives

∑

0≤m,n<∞
m+ordp(h)>n+ordp(k)

τA(pm)τB(pn)
(

1 − pw

p2

)

pm(− 1
2
+s1+w−z)pn(

1
2
+s2+z)p(1−w)min{m+ordp(h),n+ordp(k)}

≪ pεhp+εkp+ε+(Re(w)−1)min{hp,kp}.

(9.2.18)

From (9.2.4), (9.2.5), (ii), and (iii), we see that if p|c then the local factor in (9.2.3) corre-
sponding to p is O(1). Moreover, from (9.2.5), (ii), (iii), (9.2.10), (9.2.17), and (9.2.18), we
deduce that if p ∤ c and p|hk then the local factor in (9.2.3) corresponding to p is

≪ p(Re(w)−1)min{ordp(h),ordp(k)}+εordp(h)+εordp(k)+ε.

Finally, from (9.2.4), (9.2.5), (9.2.6), (9.2.7), and (9.2.8), we see that if p ∤ chk then the local
factor in (9.2.3) corresponding to p is 1 + O(p−1−ε). We conclude that the right-hand side
of (9.2.3) converges absolutely, and is

≪ (chk)ε(h, k)Re(w)−1

because c and hk are coprime, (h, k) =
∏

p|hk p
min{ordp(h),ordp(k)}, and

∏
p|ν O(1) ≪ νε for any

positive integer ν. �

We move the s2-line in (9.2.2) to Re(s2) = ǫ. This leaves a residue from the pole at
s2 = 1

2
− β − z for each β ∈ B because of the factors (9.2.1). Note that we need to assume

the Lindelöf Hypothesis to maintain the absolute convergence of the z-integral, as there is
an arbitrary number of zeta-functions that depend on z and H(z, w− 1) only decays slowly
by (3.15). The result is

(9.2.19) U2(h, k) = I1 + I2 +O

(
XεQ1+ε (hk)ε(h, k)

(hk)1/2
+ (XChk)εkX2Q−97

)
,
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where I1 is the integral of the residues at the poles s2 = 1
2
− β − z and I2 is the new integral

with Re(s2) = ǫ. More precisely,

I1 :=
∑

β∈B

∑

1≤c≤C
(c,hk)=1

µ(c)

2(2πi)3

∫

(2)

∫

(1+ǫ)

∫

(ǫ/2)

Xs1+
1
2
−β−zQwc−w

× Ṽ (s1)Ṽ (1
2
− β − z)W̃ (w)H(z, w − 1)

eδz − e−δz

2δz

× ζ(2 − w)
∏

α∈A

ζ(−1
2

+ α + s1 + w − z)
∏

β̂ 6=β

ζ(1 + β̂ − β)

× h1−w+zk−zP(s1,
1
2
− β − z, w, z) dz dw ds1

(9.2.20)

and

I2 :=
∑

1≤c≤C
(c,hk)=1

µ(c)

2(2πi)4

∫

(2)

∫

(ǫ)

∫

(1+ǫ)

∫

(ǫ/2)

Xs1+s2Qwc−w

× Ṽ (s1)Ṽ (s2)W̃ (w)H(z, w − 1)
eδz − e−δz

2δz

× ζ(2 − w)
∏

α∈A

ζ(−1
2

+ α + s1 + w − z)
∏

β∈B

ζ(1
2

+ β + s2 + z)

× h1−w+zk−zP(s1, s2, w, z) dz dw ds2 ds1.

(9.2.21)

We first bound I2. We move the s1-line in (9.2.21) to Re(s1) = ǫ to deduce that

(9.2.22) I2 = I21 + I22,

where I21 is the integral of the residues at the poles s1 = 3
2
−α−w+z, where α runs through

the elements of A, and I22 is the new integral with Re(s1) = ǫ. In other words,

I21 :=
∑

α∈A

∑

1≤c≤C
(c,hk)=1

µ(c)

2(2πi)3

∫

(ǫ)

∫

(1+ǫ)

∫

(ǫ/2)

X
3
2
−α−w+z+s2Qwc−w

× Ṽ (3
2
− α− w + z)Ṽ (s2)W̃ (w)H(z, w − 1)

eδz − e−δz

2δz

× ζ(2 − w)
∏

α̂ 6=α

ζ(1 + α̂− α)
∏

β∈B

ζ(1
2

+ β + s2 + z)

× h1−w+zk−zP(3
2
− α− w + z, s2, w, z) dz dw ds2

(9.2.23)

and

I22 :=
∑

1≤c≤C
(c,hk)=1

µ(c)

2(2πi)4

∫

(ǫ)

∫

(ǫ)

∫

(1+ǫ)

∫

(ǫ/2)

Xs1+s2Qwc−w

× Ṽ (s1)Ṽ (s2)W̃ (w)H(z, w − 1)
eδz − e−δz

2δz

× ζ(2 − w)
∏

α∈A

ζ(−1
2

+ α + s1 + w − z)
∏

β∈B

ζ(1
2

+ β + s2 + z)
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× h1−w+zk−zP(s1, s2, w, z) dz dw ds2 ds1.(9.2.24)

Note that we need to assume the Lindelöf Hypothesis to justify (9.2.22) like we did to
validate (9.2.19). To estimate I22, we again assume the Lindelöf Hypothesis in order to
bound the arbitrary number of zeta-functions in (9.2.24) that depend on the variable z. We
apply (3.10), (3.15), and Lemma 9.5, and argue as in (9.11) to deduce from (9.2.24) and the
definition (3.4) of δ that

(9.2.25) I22 ≪ XεQ1+εhεkε.

Next, to bound I21, we move the w-line in (9.2.23) to Re(w) = 3
2
− ǫ. We traverse no poles

in doing so. We then bound the resulting expression by applying (3.6), (3.10), (3.15), and
Lemma 9.5. The result is

I21 ≪ XεQ
3
2hεkε.

From this, (9.2.25), and (9.2.22), we arrive at

(9.2.26) I2 ≪ XεQ
3
2hεkε.

Having bounded I2, we now turn our attention to the integral I1 defined by (9.2.20).
We move the s1-line in (9.2.20) to Re(s1) = ǫ. This leaves a residue from the pole at
s1 = 3

2
− α− w + z for each α ∈ A, and leads to

(9.2.27) I1 = I11 + I12,

where

I11 :=
∑

α∈A
β∈B

∑

1≤c≤C
(c,hk)=1

µ(c)

2(2πi)2

∫

(1+ǫ)

∫

(ǫ/2)

X2−α−β−wQwc−w

× Ṽ (3
2
− α− w + z)Ṽ (1

2
− β − z)W̃ (w)H(z, w − 1)

eδz − e−δz

2δz

× ζ(2 − w)
∏

α̂ 6=α

ζ(1 + α̂− α)
∏

β̂ 6=β

ζ(1 + β̂ − β)

× h1−w+zk−zP(3
2
− α− w + z, 1

2
− β − z, w, z) dz dw

(9.2.28)

and

I12 :=
∑

β∈B

∑

1≤c≤C
(c,hk)=1

µ(c)

2(2πi)3

∫

(ǫ)

∫

(1+ǫ)

∫

(ǫ/2)

Xs1+
1
2
−β−zQwc−w

× Ṽ (s1)Ṽ (1
2
− β − z)W̃ (w)H(z, w − 1)

eδz − e−δz

2δz

× ζ(2 − w)
∏

α∈A

ζ(−1
2

+ α + s1 + w − z)
∏

β̂ 6=β

ζ(1 + β̂ − β)

× h1−w+zk−zP(s1,
1
2
− β − z, w, z) dz dw ds1.

(9.2.29)

To bound I12, we move the w-line in (9.2.29) to the right by a distance of at most ǫ/2,
and then move the z-line to the right by a distance of at most ǫ/2. We do this in such a way
as to maintain the inequality 1 + ǫ

2
≤ Re(w − z) ≤ 1 + ǫ, so as to not traverse any pole of

H(z, w− 1). We repeat this process until the w-line is at Re(w) = 3
2
− ǫ and the z-line is at
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1
2
− 3ǫ

2
. This leaves no residues because we do not cross any poles of the integrand. We then

bound the resulting integral by applying (3.6), (3.10), (3.15), and Lemma 9.5. We arrive at

(9.2.30) I12 ≪ XεQ
3
2hεkε.

To estimate the integral I11 defined by (9.2.28), our first task is to extend the c-sum in
(9.2.28) to infinity. To do this, we need to bound the sum

∑

α∈A
β∈B

∑

c>C
(c,hk)=1

µ(c)

2(2πi)2

∫

(1+ǫ)

∫

(ǫ/2)

X2−α−β−wQwc−w

× Ṽ (3
2
− α− w + z)Ṽ (1

2
− β − z)W̃ (w)H(z, w − 1)

eδz − e−δz

2δz

× ζ(2 − w)
∏

α̂ 6=α

ζ(1 + α̂− α)
∏

β̂ 6=β

ζ(1 + β̂ − β)

× h1−w+zk−zP(3
2
− α− w + z, 1

2
− β − z, w, z) dz dw.

(9.2.31)

We first move the w-line in (9.2.31) to Re(w) = 3
2
, crossing no poles. Then, we move the

z-line to Re(z) = 1
2
− ǫ, again traversing no poles. Afterward, we further move the w-line

to Re(w) = 2 − 2ǫ. This does not cross any poles since now Re(z) = 1
2
− ǫ. We bound the

new integral that has Re(w) = 2 − 2ǫ and Re(z) = 1
2
− ǫ using (3.6), (3.10), (3.15), and

Lemma 9.5, and deduce that (9.2.31) is at most

≪ (XChk)εQ2(h, k)

C
√
hk

.

It follows from this and (9.2.28) that

(9.2.32) I11 = R0 +O

(
(XChk)εQ2(h, k)

C
√
hk

)
,

where R0 is defined by

R0 :=
∑

α∈A
β∈B

∑

c≥1
(c,hk)=1

µ(c)

2(2πi)2

∫

(1+ǫ)

∫

(ǫ/2)

X2−α−β−wQwc−w

× Ṽ (3
2
− α− w + z)Ṽ (1

2
− β − z)W̃ (w)H(z, w − 1)

eδz − e−δz

2δz

× ζ(2 − w)
∏

α̂ 6=α

ζ(1 + α̂− α)
∏

β̂ 6=β

ζ(1 + β̂ − β)

× h1−w+zk−zP(3
2
− α− w + z, 1

2
− β − z, w, z) dz dw.

(9.2.33)

We may evaluate the sum of µ(c)c−wP(3
2
− α − w + z, 1

2
− β − z, w, z) over all c ≥ 1 with

(c, hk) = 1 by using the definition (9.2.3) of P and Lemma 3.2, with absolute convergence
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ensured by Lemma 9.5. This and (9.2.33) lead to

R0 =
∑

α∈A
β∈B

1

2(2πi)2

∫

(1+ǫ)

∫

(ǫ/2)

X2−α−β−wQwṼ (3
2
− α− w + z)Ṽ (1

2
− β − z)W̃ (w)H(z, w − 1)

× eδz − e−δz

2δz
ζ(2 − w)

∏

α̂ 6=α

ζ(1 + α̂− α)
∏

β̂ 6=β

ζ(1 + β̂ − β)

× h1−w+zk−z
∏

p|hk

{
∏

α̂∈A

(
1 − 1

p1+α̂−α

)∏

β̂∈B

(
1 − 1

p1+β̂−β

)

×
(

∑

0≤m,n<∞
m+ordp(h)=n+ordp(k)

τA(pm)τB(pn)
(

1 + pw

p2(p−1)
− 1

p−1

)

pm(1−α)pn(1−β)p(1−w)min{m+ordp(h),n+ordp(k)}

+
∑

0≤m,n<∞
m+ordp(h) 6=n+ordp(k)

τA(pm)τB(pn)
(

1 − pw

p2

)

pm(1−α)pn(1−β)p(1−w)min{m+ordp(h),n+ordp(k)}

)}

×
∏

p∤hk

{
∏

α̂∈A

(
1 − 1

p1+α̂−α

)∏

β̂∈B

(
1 − 1

p1+β̂−β

)

×
((

1 − 1

pw

)(
1 +

pw−1 − 1

p(p− 1)

)
+

∞∑

m=1

τA(pm)τB(pm)
(

1 + pw

p2(p−1)
− 1

p−1

)

pm(3−α−β−w)

+
∑

0≤m<n<∞

τA(pm)τB(pn)
(

1 − pw

p2

)

pm(2−α−w)pn(1−β)
+

∑

0≤n<m<∞

τA(pm)τB(pn)
(

1 − pw

p2

)

pm(1−α)pn(2−β−w)

)}
dz dw.

(9.2.34)

From (9.2.27), (9.2.30), (9.2.32), we deduce that

(9.2.35) I1 = R0 +O

(
(XChk)εQ2(h, k)

C
√
hk

)
+O

(
XεQ

3
2hεkε

)
,

where R0 is expressed as a finite sum of contour integrals in (9.2.34).
To be able to shift the contours and evaluate residues, we analytically continue the inte-

grand in (9.2.34) by multiplying it by

(9.2.36)
∏

α̂ 6=α

β̂ 6=β

ζ(3 + α̂ + β̂ − α− β − w)

and dividing it by the Euler product of (9.2.36). The result is

R0 =
∑

α∈A
β∈B

1

2(2πi)2

∫

(1+ǫ)

∫

(ǫ/2)

X2−α−β−wQw

× Ṽ (3
2
− α− w + z)Ṽ (1

2
− β − z)W̃ (w)H(z, w − 1)

eδz − e−δz

2δz
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× ζ(2 − w)
∏

α̂ 6=α

β̂ 6=β

ζ(3 + α̂ + β̂ − α− β − w)
∏

α̂ 6=α

ζ(1 + α̂− α)
∏

β̂ 6=β

ζ(1 + β̂ − β)

× h1−w+zk−zG(w, α, β) dz dw,(9.2.37)

where G(w, α, β) is defined by

G(w, α, β) = G(w, α, β;A,B, h, k)

:=
∏

p|hk

{
∏

α̂ 6=α

β̂ 6=β

(
1 − 1

p3+α̂+β̂−α−β−w

)∏

α̂∈A

(
1 − 1

p1+α̂−α

)∏

β̂∈B

(
1 − 1

p1+β̂−β

)

×
(

∑

0≤m,n<∞
m+ordp(h)=n+ordp(k)

τA(pm)τB(pn)
(

1 + pw

p2(p−1)
− 1

p−1

)

pm(1−α)pn(1−β)p(1−w)min{m+ordp(h),n+ordp(k)}

+
∑

0≤m,n<∞
m+ordp(h) 6=n+ordp(k)

τA(pm)τB(pn)
(

1 − pw

p2

)

pm(1−α)pn(1−β)p(1−w)min{m+ordp(h),n+ordp(k)}

)}

×
∏

p∤hk

{
∏

α̂ 6=α

β̂ 6=β

(
1 − 1

p3+α̂+β̂−α−β−w

)∏

α̂∈A

(
1 − 1

p1+α̂−α

)∏

β̂∈B

(
1 − 1

p1+β̂−β

)

×
((

1 − 1

pw

)(
1 +

pw−1 − 1

p(p− 1)

)
+

∞∑

m=1

τA(pm)τB(pm)
(

1 + pw

p2(p−1)
− 1

p−1

)

pm(3−α−β−w)

+
∑

0≤m<n<∞

τA(pm)τB(pn)
(

1 − pw

p2

)

pm(2−α−w)pn(1−β)
+

∑

0≤n<m<∞

τA(pm)τB(pn)
(

1 − pw

p2

)

pm(1−α)pn(2−β−w)

)}
.

(9.2.38)

We next prove the following lemma, which we will use to justify moving the lines of
integration and bound some of the integrals that remain after applying the residue theorem.

Lemma 9.6. Suppose that ǫ > 0 is arbitrarily small. Let α ∈ A and β ∈ B, and let h and
k be positive integers. If w is a complex number such that

1 + ǫ ≤ Re(w) ≤ 5

2
− ǫ,

then the product (9.2.38) defining G(w, α, β;A,B, h, k) converges absolutely and we have

G(w, α, β;A,B, h, k) ≪ε h
1
2
+εk

1
2
+ε(h, k)

1
2
+ε.

Proof. In this proof, we will repeatedly apply without mention the bounds τA(m) ≪ mε, and
τB(n) ≪ nε, which follow from (3.2) and the assumption that α, β ≪ 1/ logQ for all α ∈ A
and β ∈ B. Since Re(w) ≤ 5

2
− ǫ, we have

1

p3+α̂+β̂−α−β−w
≪ 1

p
1
2
+ε
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for all α̂ ∈ A and β̂ ∈ B. Also, it holds that

1

p1+α̂−α
≪ 1

p1−ε

and
1

p1+β̂−β
≪ 1

p1−ε

for all α̂ ∈ A and β̂ ∈ B. Hence, multiplying out the product and applying the definition
(3.1) gives

∏

α̂ 6=α

β̂ 6=β

(
1 − 1

p3+α̂+β̂−α−β−w

)∏

α̂∈A

(
1 − 1

p1+α̂−α

)∏

β̂∈B

(
1 − 1

p1+β̂−β

)

= 1 −
∑

α̂ 6=α

β̂ 6=β

1

p3+α̂+β̂−α−β−w
−
∑

α̂∈A

1

p1+α̂−α
−
∑

β̂∈B

1

p1+β̂−β
+O

(
1

p1+ε

)

= 1 − τA(p)τB(p)

p3−α−β−w
+

τA(p)

p3−α−w
+

τB(p)

p3−β−w
− 1

p3−w
− τA(p)

p1−α
− τB(p)

p1−β
+O

(
1

p1+ε

)
.

(9.2.39)

Since 1 + ǫ ≤ Re(w) ≤ 5
2
− ǫ, we have

(9.2.40)

(
1 − 1

pw

)(
1 +

pw−1 − 1

p(p− 1)

)
= 1 +

1

p3−w
+O

(
1

p1+ε

)
.

The assumption Re(w) ≤ 5
2
− ǫ also implies Re(3 − α− β − w) ≥ 1

2
+ ε and thus

(9.2.41)
∞∑

m=1

τA(pm)τB(pm)
(

1 + pw

p2(p−1)
− 1

p−1

)

pm(3−α−β−w)
=
τA(p)τB(p)

p3−α−β−w
+O

(
1

p1+ε

)
.

Next, since pw/p2 ≪ p
1
2
−ǫ, the terms with m ≥ 1 in the sum

∑

0≤m<n<∞

τA(pm)τB(pn)
(

1 − pw

p2

)

pm(2−α−w)pn(1−β)

add up to at most

≪
∑

1≤m<n<∞

p
1
2
−ǫ

pm(− 1
2
−ε+ǫ)pn(1−ε)

≪
∞∑

m=1

p
1
2
−ǫ

pm(− 1
2
−ε+ǫ)p(m+1)(1−ε)

≪ 1

p1+ε
,

while the terms with m = 0 and n ≥ 2 add up to at most

≪
∞∑

n=2

p
1
2
−ǫ

pn(1−ε)
≪ 1

p
3
2
+ε
.

Hence

(9.2.42)
∑

0≤m<n<∞

τA(pm)τB(pn)
(

1 − pw

p2

)

pm(2−α−w)pn(1−β)
=
τB(p)

p1−β
− τB(p)

p3−β−w
+O

(
1

p1+ε

)
.
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Similarly, or by symmetry, we have

(9.2.43)
∑

0≤n<m<∞

τA(pm)τB(pn)
(

1 − pw

p2

)

pm(1−α)pn(2−β−w)
=
τA(p)

p1−α
− τA(p)

p3−α−w
+O

(
1

p1+ε

)
.

We next bound the sum

(9.2.44)
∑

0≤m,n<∞
m+ordp(h)=n+ordp(k)

τA(pm)τB(pn)
(

1 + pw

p2(p−1)
− 1

p−1

)

pm(1−α)pn(1−β)p(1−w)min{m+ordp(h),n+ordp(k)}
.

For brevity, we denote hp := ordp(h) and kp := ordp(k) for the rest of this proof. We make
the change of variable m 7→ ν+ kp in (9.2.44), so that n = ν+hp, to see that (9.2.44) equals

pkp(w+α−2)+hp(w+β−2)

∞∑

ν=−min{hp,kp}

τA(pν+kp)τB(pν+hp)
(

1 + pw

p2(p−1)
− 1

p−1

)

pν(3−α−β−w)
.

This and the inequality (kp + hp − min{hp, kp}) Re(w) ≤ 5
2
(kp + hp − min{hp, kp}) imply

∑

0≤m,n<∞
m+ordp(h)=n+ordp(k)

τA(pm)τB(pn)
(

1 + pw

p2(p−1)
− 1

p−1

)

pm(1−α)pn(1−β)p(1−w)min{m+ordp(h),n+ordp(k)}

≪ pkp(Re(w)−2+ε)+hp(Re(w)−2+ε)+min{hp,kp}Re(3−w)

≪ p(
1
2
+ε)(hp+kp+min{hp,kp}).

(9.2.45)

Next, to bound the sum

∑

0≤m,n<∞
m+ordp(h)<n+ordp(k)

τA(pm)τB(pn)
(

1 − pw

p2

)

pm(1−α)pn(1−β)p(1−w)min{m+ordp(h),n+ordp(k)}
,

we split it into the part with m < kp − hp and the part with m ≥ kp − hp to deduce that

(9.2.46)
∑

0≤m,n<∞
m+ordp(h)<n+ordp(k)

τA(pm)τB(pn)
(

1 − pw

p2

)

pm(1−α)pn(1−β)p(1−w)min{m+ordp(h),n+ordp(k)}
= Σ1 + Σ2,

where

(9.2.47) Σ1 := p(w−1)hp

kp−hp−1∑

m=0

∞∑

n=0

τA(pm)τB(pn)
(

1 − pw

p2

)

pm(2−α−w)pn(1−β)

and

(9.2.48) Σ2 := p(w−1)hp

∞∑

m=max{0,kp−hp}

∞∑

n=m+hp−kp+1

τA(pm)τB(pn)
(

1 − pw

p2

)

pm(2−α−w)pn(1−β)
.



TWISTED 2kTH MOMENTS OF PRIMITIVE DIRICHLET L-FUNCTIONS 59

We apply Re(w) ≤ 5
2
− ǫ and bound the n-sums in (9.2.47) and (9.2.48) to deduce that

(9.2.49) Σ1 ≪ p(
3
2
−ǫ)hp

kp−hp−1∑

m=0

p
1
2
−ǫ

pm(− 1
2
−ε+ǫ)

and

(9.2.50) Σ2 ≪ p(
3
2
−ǫ)hp

∞∑

m=max{0,kp−hp}

p
1
2
−ǫ

pm( 1
2
−ε+ǫ)p(hp−kp+1)(1−ε)

.

The right-hand side of (9.2.49) is zero if hp ≥ kp, and otherwise it is ≪ p(
3
2
−ǫ)hp+(kp−hp)(

1
2
+ε).

In either case, we have

(9.2.51) Σ1 ≪ p(
1
2
+ε)(hp+kp+min{hp,kp}).

If hp ≥ kp, then the m-sum in (9.2.50) starts at m = 0 and thus

Σ2 ≪
p(

3
2
−ǫ)hp+

1
2
−ǫ

p(hp−kp+1)(1−ε)
≪ p(

1
2
+ε)hp+kp−

1
2
+ε.

On the other hand, if hp < kp, then the m-sum in (9.2.50) starts at m = kp − hp and hence

Σ2 ≪
p(

3
2
−ǫ)hp+

1
2
−ǫ

p(kp−hp)(
1
2
−ε+ǫ)p(hp−kp+1)(1−ε)

≪ p(1+ε)hp+( 1
2
+ε)kp−

1
2
+ε.

In either case, we have

Σ2 ≪ p(
1
2
+ε)(hp+kp+min{hp,kp})−

1
2
+ε.

From this, (9.2.51), and (9.2.46), we arrive at
(9.2.52)

∑

0≤m,n<∞
m+ordp(h)<n+ordp(k)

τA(pm)τB(pn)
(

1 − pw

p2

)

pm(1−α)pn(1−β)p(1−w)min{m+ordp(h),n+ordp(k)}
≪ p(

1
2
+ε)(hp+kp+min{hp,kp}).

Similarly, or by symmetry, it holds that
(9.2.53)

∑

0≤m,n<∞
m+ordp(h)>n+ordp(k)

τA(pm)τB(pn)
(

1 − pw

p2

)

pm(1−α)pn(1−β)p(1−w)min{m+ordp(h),n+ordp(k)}
≪ p(

1
2
+ε)(hp+kp+min{hp,kp}).

From (9.2.39), (9.2.40), (9.2.41), (9.2.42), and (9.2.43), we deduce that if p ∤ hk then the local
factor in (9.2.38) corresponding to p is 1+O(p−1−ε). To bound the local factors corresponding
to the primes p|hk, observe that (9.2.39) is O(1) because Re(w) ≤ 5

2
− ǫ. This, (9.2.45),

(9.2.52), and (9.2.53) imply that if p|hk then the local factor corresponding to p is

≪ p(
1
2
+ε)(hp+kp+min{hp,kp}).

We conclude that the right-hand side of (9.2.38) converges absolutely, and is

≪ h
1
2
+εk

1
2
+ε(h, k)

1
2
+ε

because hk(h, k) =
∏

p|hk p
hp+kp+min{hp,kp} and

∏
p|ν O(1) ≪ νε for any positive integer ν. �
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We now move the w-line in (9.2.37) rightward to Re(w) = 5
2
− ǫ to deduce that

(9.2.54) R0 = R1 +R2 +R3 +R4,

where R1 is the integral of the residue at w = 2, R2 is the integral of the residue at w =
3
2
−α+z, R3 is the integral of the residues at the poles of (9.2.36), and R4 is the new integral

with Re(w) = 5
2
− ǫ.

We first bound R4, which is defined by

R4 :=
∑

α∈A
β∈B

1

2(2πi)2

∫

( 5
2
−ǫ)

∫

(ǫ/2)

X2−α−β−wQw

× Ṽ (3
2
− α− w + z)Ṽ (1

2
− β − z)W̃ (w)H(z, w − 1)

eδz − e−δz

2δz

× ζ(2 − w)
∏

α̂ 6=α

β̂ 6=β

ζ(3 + α̂ + β̂ − α− β − w)
∏

α̂ 6=α

ζ(1 + α̂− α)
∏

β̂ 6=β

ζ(1 + β̂ − β)

× h1−w+zk−zG(w, α, β) dz dw.

We move the z-line to Re(z) = 1
2
− ǫ, traversing no poles in the process. We then bound the

resulting integral using (3.6), (3.10), (3.15), and Lemma 9.6. The result is

(9.2.55) R4 ≪ X− 1
2
+εQ

5
2 (hk)ε.

We next evaluate the integral R1 defined in (9.2.54). To do this, observe that the winding
number in the application of the residue theorem in (9.2.54) is −1. Also, the definition (3.13)
implies that

Res
w=2

H(z, w − 1) = −2

because Ress=0Γ(s) = 1 and Γ(1/2) =
√
π. Furthermore, ζ(0) = −1/2. Hence

R1 = −
∑

α∈A
β∈B

1

4πi

∫

(ǫ/2)

X−α−βQ2Ṽ (−1
2
− α + z)Ṽ (1

2
− β − z)W̃ (2)

eδz − e−δz

2δz

×
∏

α̂ 6=α

β̂ 6=β

ζ(1 + α̂ + β̂ − α− β)
∏

α̂ 6=α

ζ(1 + α̂− α)
∏

β̂ 6=β

ζ(1 + β̂ − β)

× h−1+zk−zG(2, α, β) dz.

(9.2.56)

Some factors here do not depend on z, and we only need to evaluate
∫

(ǫ/2)

Ṽ (−1
2
− α + z)Ṽ (1

2
− β − z)

eδz − e−δz

2δz
hzk−z dz.

The part of this with |Imz| ≥ 1/δ is negligible because of (3.10) and the definition (3.4) of
δ. In the complementary part with |Imz| ≤ 1/δ, we have

(9.2.57)
eδz − e−δz

2δz
= 1 +O(δ|z|).
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Thus
∫

(ǫ/2)

Ṽ (−1
2
− α + z)Ṽ (1

2
− β − z)

eδz − e−δz

2δz
hzk−z dz

=

∫ ǫ
2
+ i

δ

ǫ
2
− i

δ

Ṽ (−1
2
− α + z)Ṽ (1

2
− β − z)hzk−z dz +O

(
(hk)εδ

)
.

By (3.4) and (3.10), we may extend the range of Im(z) in the latter integral to (−∞,∞)
by adding a negligible quantity. We then make the change of variables s 7→ 1

2
− β − z, and

afterward move the line of integration to Re(s) = ǫ. We traverse no poles in doing so, and
we arrive at

∫

(ǫ/2)

Ṽ (−1
2
− α + z)Ṽ (1

2
− β − z)

eδz − e−δz

2δz
hzk−z dz

=

∫

(ǫ)

Ṽ (−α− β − s)Ṽ (s)

(
h

k

) 1
2
−β−s

ds+O
(
(hk)εδ

)
.

From this and (9.2.56), we deduce that

R1 = −
∑

α∈A
β∈B

1

4πi

∫

(ǫ)

X−α−βQ2Ṽ (−α− β − s)Ṽ (s)W̃ (2)

×
∏

α̂ 6=α

β̂ 6=β

ζ(1 + α̂ + β̂ − α− β)
∏

α̂ 6=α

ζ(1 + α̂− α)
∏

β̂ 6=β

ζ(1 + β̂ − β)

× h−
1
2
−β−sk−

1
2
+β+sG(2, α, β) ds+O

(
(Xhk)εk1/2Q−96

)
,

(9.2.58)

where we have applied (3.4), (3.6), and Lemma 9.6 to bound the error term.
Having evaluated R1, we next turn our attention to the integral R2 defined in (9.2.54). By

(3.9), the residue of Ṽ (3
2
− α− w + z) at w = 3

2
− α + z is −1. From this and the fact that

the winding number in the application of the residue theorem in (9.2.54) is −1, we deduce
that

R2 =
∑

α∈A
β∈B

1

4πi

∫

(ǫ/2)

X
1
2
−β−zQ

3
2
−α+z

× Ṽ (1
2
− β − z)W̃ (3

2
− α + z)H(z, 1

2
− α + z)

eδz − e−δz

2δz

× ζ(1
2

+ α− z)
∏

α̂ 6=α

β̂ 6=β

ζ(3
2

+ α̂ + β̂ − β − z)
∏

α̂ 6=α

ζ(1 + α̂− α)
∏

β̂ 6=β

ζ(1 + β̂ − β)

× h−
1
2
+αk−zG(3

2
− α + z, α, β) dz.

We move the line of integration to Re(z) = 1 − 2ǫ to deduce that

(9.2.59) R2 = R21 +R22 +R23 +R24,

where R21 is the residue at z = 1
2
− β, R22 is the residue at z = 1

2
+ α, R23 is the sum of the

residues at the poles z = 1
2

+α′ +β′−β, where α′ runs through the elements of Ar {α} and
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β′ runs through the elements of B r {β}, and R24 is the new integral with Re(z) = 1 − 2ǫ.
To bound R24, we apply (3.6), (3.10), (3.15), and Lemma 9.6. The result is

(9.2.60) R24 ≪ X− 1
2
+εQ

5
2 (hk)ε.

We next estimate the residue R21 defined in (9.2.59). By (3.9), the residue of Ṽ (1
2
−β−z)

at z = 1
2
− β is −1. From this and the fact that the winding number in the application of

the residue theorem in (9.2.59) is −1, we have

R21 =
1

2

∑

α∈A
β∈B

Q2−α−βW̃ (2 − α− β)H(1
2
− β, 1 − α− β)

eδ(
1
2
−β) − e−δ(

1
2
−β)

δ(1 − 2β)

× ζ(α + β)
∏

α̂ 6=α

β̂ 6=β

ζ(1 + α̂ + β̂)
∏

α̂ 6=α

ζ(1 + α̂− α)
∏

β̂ 6=β

ζ(1 + β̂ − β)

× h−
1
2
+αk−

1
2
+βG(2 − α− β, α, β).

(9.2.61)

Now (3.14) gives

H(1
2
− β, 1 − α− β) = X (1 − α− β)X (1

2
+ β)X (1

2
+ α),

and thus the functional equation of ζ(s) implies

ζ(α + β)H(1
2
− β, 1 − α− β) = ζ(1 − α− β)X (1

2
+ β)X (1

2
+ α).

It follows from this and (9.2.61) that

R21 =
1

2

∑

α∈A
β∈B

Q2−α−βW̃ (2 − α− β)X (1
2

+ α)X (1
2

+ β)
eδ(

1
2
−β) − e−δ(

1
2
−β)

δ(1 − 2β)

× ζ(1 − α− β)
∏

α̂ 6=α

β̂ 6=β

ζ(1 + α̂ + β̂)
∏

α̂ 6=α

ζ(1 + α̂− α)
∏

β̂ 6=β

ζ(1 + β̂ − β)

× h−
1
2
+αk−

1
2
+βG(2 − α− β, α, β).

(9.2.62)

By (3.4) and the assumption that α, β ≪ 1/ logQ for all α ∈ A and β ∈ B, we have

eδ(
1
2
−β) − e−δ(

1
2
−β)

δ(1 − 2β)
= 1 +O

(
Q−99

)
.

We insert this into (9.2.62) and apply Lemma 9.6 and (3.6) to bound the contribution of the
error term. The result is

R21 =
1

2

∑

α∈A
β∈B

Q2−α−βW̃ (2 − α− β)X (1
2

+ α)X (1
2

+ β)

× ζ(1 − α− β)
∏

α̂ 6=α

β̂ 6=β

ζ(1 + α̂ + β̂)
∏

α̂ 6=α

ζ(1 + α̂− α)
∏

β̂ 6=β

ζ(1 + β̂ − β)

× h−
1
2
+αk−

1
2
+βG(2 − α− β, α, β) +O

(
(hk)ε(h, k)1/2Q−96

)
.

(9.2.63)
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Our next task is to evaluate the residue R22 defined in (9.2.59). To do this, observe that
the winding number in the application of the residue theorem in (9.2.59) is −1. Moreover,
the definition (3.13) implies that

Res
z= 1

2
+α

H(z, 1
2
− α + z) = −2

because Ress=0Γ(s) = 1 and Γ(1/2) =
√
π. Furthermore, ζ(0) = −1/2. Hence

R22 = −1

2

∑

α∈A
β∈B

X−α−βQ2Ṽ (−α− β)W̃ (2)
eδ(

1
2
+α) − e−δ(

1
2
+α)

δ(1 + 2α)

×
∏

α̂ 6=α

β̂ 6=β

ζ(1 + α̂ + β̂ − α− β)
∏

α̂ 6=α

ζ(1 + α̂− α)
∏

β̂ 6=β

ζ(1 + β̂ − β)

× h−
1
2
+αk−

1
2
−αG(2, α, β).

(9.2.64)

By (3.4) and the assumption that α, β ≪ 1/ logQ for all α ∈ A and β ∈ B, we have

eδ(
1
2
+α) − e−δ(

1
2
+α)

δ(1 + 2α)
= 1 +O

(
Q−99

)
.

We insert this into (9.2.64) and apply Lemma 9.6 and (3.6) to bound the contribution of the
error term. The result is

R22 = −1

2

∑

α∈A
β∈B

X−α−βQ2Ṽ (−α− β)W̃ (2)

×
∏

α̂ 6=α

β̂ 6=β

ζ(1 + α̂ + β̂ − α− β)
∏

α̂ 6=α

ζ(1 + α̂− α)
∏

β̂ 6=β

ζ(1 + β̂ − β)

× h−
1
2
+αk−

1
2
−αG(2, α, β) +O

(
(Xhk)ε(h, k)1/2Q−96

)
.

(9.2.65)

We next estimate the sum R23 defined in (9.2.59). Since the winding number in the
application of the residue theorem in (9.2.59) is −1 and

Res
z= 1

2
+α′+β′−β

ζ(3
2

+ α′ + β′ − β − z) = −1,

it follows that

R23 =
∑

α∈A
β∈B

∑

α′ 6=α
β′ 6=β

1

2
X−α′−β′

Q2−α−β+α′+β′

× Ṽ (−α′ − β′)W̃ (2 − α− β + α′ + β′)H(1
2

+ α′ + β′ − β, 1 − α− β + α′ + β′)

× eδ(
1
2
+α′+β′−β) − e−δ(

1
2
+α′+β′−β)

2δ(1
2

+ α′ + β′ − β)
ζ(α + β − α′ − β′)

×
∏

α̂ 6=α

β̂ 6=β

(α̂,β̂) 6=(α′,β′)

ζ(1 + α̂ + β̂ − α′ − β′)
∏

α̂ 6=α

ζ(1 + α̂− α)
∏

β̂ 6=β

ζ(1 + β̂ − β)
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× h−
1
2
+αk−

1
2
−α′−β′+βG(2 − α− β + α′ + β′, α, β).

(9.2.66)

Now (3.14) gives

H(1
2

+α′ +β′−β, 1−α−β+α′ +β′) = X (1−α−β+α′ +β′)X (1
2

+β−α′−β′)X (1
2

+α),

and thus the functional equation of ζ(s) implies

ζ(α + β − α′ − β′)H(1
2

+ α′ + β′ − β, 1 − α− β + α′ + β′)

= ζ(1 − α− β + α′ + β′)X (1
2

+ β − α′ − β′)X (1
2

+ α).

It follows from this and (9.2.66) that

R23 =
∑

α∈A
β∈B

∑

α′ 6=α
β′ 6=β

1

2
X−α′−β′

Q2−α−β+α′+β′

× Ṽ (−α′ − β′)W̃ (2 − α− β + α′ + β′)X (1
2

+ β − α′ − β′)X (1
2

+ α)

× eδ(
1
2
+α′+β′−β) − e−δ(

1
2
+α′+β′−β)

2δ(1
2

+ α′ + β′ − β)
ζ(1 − α− β + α′ + β′)

×
∏

α̂ 6=α

β̂ 6=β

(α̂,β̂) 6=(α′,β′)

ζ(1 + α̂ + β̂ − α′ − β′)
∏

α̂ 6=α

ζ(1 + α̂− α)
∏

β̂ 6=β

ζ(1 + β̂ − β)

× h−
1
2
+αk−

1
2
−α′−β′+βG(2 − α− β + α′ + β′, α, β).

(9.2.67)

By (3.4) and the assumption that α, β ≪ 1/ logQ for all α ∈ A and β ∈ B, we have

eδ(
1
2
+α′+β′−β) − e−δ(

1
2
+α′+β′−β)

2δ(1
2

+ α′ + β′ − β)
= 1 +O

(
Q−99

)
.

We insert this into (9.2.67) and apply Lemma 9.6 and (3.6) to bound the contribution of the
error term. The result is

R23 =
∑

α∈A
β∈B

∑

α′ 6=α
β′ 6=β

1

2
X−α′−β′

Q2−α−β+α′+β′

× Ṽ (−α′ − β′)W̃ (2 − α− β + α′ + β′)X (1
2

+ β − α′ − β′)X (1
2

+ α)

× ζ(1 − α− β + α′ + β′)
∏

α̂ 6=α

β̂ 6=β

(α̂,β̂) 6=(α′,β′)

ζ(1 + α̂ + β̂ − α′ − β′)
∏

α̂ 6=α

ζ(1 + α̂− α)

∏

β̂ 6=β

ζ(1 + β̂ − β)h−
1
2
+αk−

1
2
−α′−β′+βG(2 − α− β + α′ + β′, α, β)

+O
(
(Xhk)ε(h, k)1/2Q−96

)
.

(9.2.68)

This, (9.2.59), (9.2.60), (9.2.63), and (9.2.65) complete our evaluation of R2.
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Having estimated R2, we next turn our attention to the integral R3 defined in (9.2.54).
Since

Res
w=2−α−β+α′+β′

ζ(3 + α′ + β′ − α− β − w) = −1

and the winding number in the application of the residue theorem in (9.2.54) is −1, we may
write

R3 =
∑

α∈A
β∈B

∑

α′ 6=α
β′ 6=β

1

4πi

∫

(ǫ/2)

X−α′−β′

Q2−α−β+α′+β′

Ṽ (−1
2

+ β − α′ − β′ + z)Ṽ (1
2
− β − z)

W̃ (2 − α− β + α′ + β′)H(z, 1 − α− β + α′ + β′)
eδz − e−δz

2δz

× ζ(α + β − α′ − β′)
∏

α̂ 6=α

β̂ 6=β

(α̂,β̂) 6=(α′,β′)

ζ(1 + α̂ + β̂ − α′ − β′)
∏

α̂ 6=α

ζ(1 + α̂− α)

×
∏

β̂ 6=β

ζ(1 + β̂ − β)h−1+α+β−α′−β′+zk−zG(2 − α− β + α′ + β′, α, β) dz.

(9.2.69)

By (3.14), we have

H(z, 1 − α− β + α′ + β′) = X (1 − α− β + α′ + β′)X (1 − z)X (α + β − α′ − β′ + z),

and thus the functional equation of ζ(s) implies

ζ(α+β−α′−β′)H(z, 1−α−β+α′+β′) = ζ(1−α−β+α′+β′)X (1−z)X (α+β−α′−β′+z).

It follows from this and (9.2.69) that

R3 =
∑

α∈A
β∈B

∑

α′ 6=α
β′ 6=β

1

4πi

∫

(ǫ/2)

X−α′−β′

Q2−α−β+α′+β′

Ṽ (−1
2

+ β − α′ − β′ + z)Ṽ (1
2
− β − z)

× W̃ (2 − α− β + α′ + β′)X (1 − z)X (α + β − α′ − β′ + z)
eδz − e−δz

2δz

× ζ(1 − α− β + α′ + β′)
∏

α̂ 6=α

β̂ 6=β

(α̂,β̂) 6=(α′,β′)

ζ(1 + α̂ + β̂ − α′ − β′)
∏

α̂ 6=α

ζ(1 + α̂− α)

×
∏

β̂ 6=β

ζ(1 + β̂ − β)h−1+α+β−α′−β′+zk−zG(2 − α− β + α′ + β′, α, β) dz.

(9.2.70)

Some factors here do not depend on z, and we only need to evaluate

∫

(ǫ/2)

Ṽ (−1
2

+β−α′−β′ +z)Ṽ (1
2
−β−z)X (1−z)X (α+β−α′−β′ +z)

eδz − e−δz

2δz
hzk−z dz.
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The part of this with |Imz| ≥ 1/δ is negligible because of (3.10), (3.12), and the definition
(3.4) of δ. In the complementary part with |Imz| ≤ 1/δ, we have (9.2.57) and thus

∫

(ǫ/2)

Ṽ (−1
2

+ β − α′ − β′ + z)Ṽ (1
2
− β − z)

× X (1 − z)X (α + β − α′ − β′ + z)
eδz − e−δz

2δz
hzk−z dz

=

∫ ǫ
2
+ i

δ

ǫ
2
− i

δ

Ṽ (−1
2

+ β − α′ − β′ + z)Ṽ (1
2
− β − z)

× X (1 − z)X (α + β − α′ − β′ + z)hzk−z dz +O
(
(hk)εδ

)
.

By (3.4) and (3.10), we may extend the range of Im(z) in the latter integral to (−∞,∞) by
adding a negligible quantity. We then make the change of variables

s 7−→ −1

2
+ β − α′ − β′ + z,

and afterward move the line of integration to Re(s) = −ǫ. We traverse no poles in doing so,
and we arrive at∫

(ǫ/2)

Ṽ (−1
2

+ β − α′ − β′ + z)Ṽ (1
2
− β − z)

× X (1 − z)X (α + β − α′ − β′ + z)
eδz − e−δz

2δz
hzk−z dz

=

∫

(−ǫ)

Ṽ (s)Ṽ (−α′ − β′ − s)

× X (1
2

+ β − α′ − β′ − s)X (1
2

+ α + s)

(
h

k

) 1
2
−β+α′+β′+s

ds+O
(
(hk)εδ

)
.

From this and (9.2.70), we deduce that

R3 =
∑

α∈A
β∈B

∑

α′ 6=α
β′ 6=β

1

4πi

∫

(−ǫ)

X−α′−β′

Q2−α−β+α′+β′

× Ṽ (s)Ṽ (−α′ − β′ − s)W̃ (2 − α− β + α′ + β′)

× X (1
2

+ β − α′ − β′ − s)X (1
2

+ α + s)ζ(1 − α− β + α′ + β′)

×
∏

α̂ 6=α

β̂ 6=β

(α̂,β̂) 6=(α′,β′)

ζ(1 + α̂ + β̂ − α′ − β′)
∏

α̂ 6=α

ζ(1 + α̂− α)
∏

β̂ 6=β

ζ(1 + β̂ − β)

× h−
1
2
+α+sk−

1
2
+β−α′−β′−sG(2 − α− β + α′ + β′, α, β) ds

+O
(
(Xhk)εk1/2Q−96

)
,

(9.2.71)

where we have applied (3.4), (3.6), (3.10), (3.15), and Lemma 9.6 to bound the error term.
Putting together our calculations, we see from (9.2.19), (9.2.26), and (9.2.35) that

U2(h, k) = R0 +O

((
Q1+ε +

Q2

C1−ε

)
(Xhk)ε(h, k)√

hk

)
+O

(
XεQ

3
2hεkε + (XChk)εkX2Q−97

)
.
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From this, (9.2.54), (9.2.55), (9.2.59), and (9.2.60), we arrive at

U2(h, k) = R1 +R21 +R22 +R23 +R3 +O

((
Q1+ε +

Q2

C1−ε

)
(Xhk)ε(h, k)√

hk

)

+O
(
XεQ

3
2hεkε +X− 1

2
+εQ

5
2 (hk)ε + (XChk)εkX2Q−97

)
,

(9.2.72)

where we have evaluated the residue R1 in (9.2.58), R21 in (9.2.63), R22 in (9.2.65), R23 in
(9.2.68), and R3 in (9.2.71). In the next subsection, we will match these five residues with
the five residues on the right-hand side of (9.1.32) in such a way that corresponding residues
are equal, thus showing that U2(h, k) is equal to I∗

1 (h, k) up to an admissible error term.

9.3. Matching the residues: Euler product evaluations. To be able to show that each
of the residues on the right-hand side of (9.2.72) is equal to some term on the right-hand
side of in (9.1.32), we will prove the following identity involving the Euler products G and
K.

Lemma 9.7. Let α ∈ A and β ∈ B. Suppose that h and k are positive integers. If G is
defined by (9.2.38) and K by (9.1.2), then

(9.3.1) h−
1
2
+αk−

1
2
+βG(2 − α− β, α, β;A,B, h, k) = K(0, 0, 2 − α− β;A,B, α, β, h, k).

Our proof of Lemma 9.7 will depend on the following three lemmas. The first is a slight
generalization of an identity due to Conrey and Keating [CK15c]

Lemma 9.8. Let α ∈ A and β ∈ B. Suppose that j and ℓ are nonnegative integers and p is
a prime. Then

τAr{α}∪{−β}(p
j)τBr{β}(p

ℓ) + τAr{α}(p
j)τBr{β}∪{−α}(p

ℓ) − τAr{α}(p
j)τBr{β}(p

ℓ)

= τAr{α}∪{−β}(p
j)τBr{β}∪{−α}(p

ℓ) − pα+βτAr{α}∪{−β}(p
j−1)τBr{β}∪{−α}(p

ℓ−1),

where τE(p−1) is defined to be zero for any multiset E.

Proof. We argue as in [CK15c]. Observe that the definition (3.1) implies that if m is any
nonnegative integer, E is any finite multiset, and γ ∈ E, then

(9.3.2) τE(pm) = τEr{γ}(p
m) + p−γτE(pm−1).

We apply this, multiply out the resulting products, and then cancel one τAr{α}(p
j)τBr{β}(p

ℓ)
with its negative to deduce that

τAr{α}∪{−β}(p
j)τBr{β}(p

ℓ) + τAr{α}(p
j)τBr{β}∪{−α}(p

ℓ) − τAr{α}(p
j)τBr{β}(p

ℓ)

=
(
τAr{α}(p

j) + pβτAr{α}∪{−β}(p
j−1)

)
τBr{β}(p

ℓ)

+ τAr{α}(p
j)
(
τBr{β}(p

ℓ) + pατBr{β}∪{−α}(p
ℓ−1)

)
− τAr{α}(p

j)τBr{β}(p
ℓ)

= τAr{α}(p
j)τBr{β}(p

ℓ) + pβτAr{α}∪{−β}(p
j−1)τBr{β}(p

ℓ) + pατAr{α}(p
j)τBr{β}∪{−α}(p

ℓ−1).

We add and subtract pα+βτAr{α}∪{−β}(p
j−1)τBr{β}∪{−α}(p

ℓ−1), and then factor part of the
resulting expression to arrive at

τAr{α}∪{−β}(p
j)τBr{β}(p

ℓ) + τAr{α}(p
j)τBr{β}∪{−α}(p

ℓ) − τAr{α}(p
j)τBr{β}(p

ℓ)

=
(
τAr{α}(p

j) + pβτAr{α}∪{−β}(p
j−1)

)(
τBr{β}(p

ℓ) + pατBr{β}∪{−α}(p
ℓ−1)

)

−pα+βτAr{α}∪{−β}(p
j−1)τBr{β}∪{−α}(p

ℓ−1).
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The lemma now follows from this and (9.3.2). �

Lemma 9.9. Let α ∈ A and β ∈ B. Suppose that j and ℓ are nonnegative integers and p is
a prime. Then

τAr{α}∪{−β}(p
j)τBr{β}(p

ℓ) = (1 − p−α−β)τA∪{−β}(p
j)τB(pℓ) + p−α−βτA(pj)τB(pℓ)

− p−βτA(pj)τB(pℓ−1) − (1 − p−α−β)τA∪{−β}(p
j−1)τB(pℓ−1)

(9.3.3)

where τE(p−1) is defined to be zero for any multiset E.

Proof. We apply (9.3.2) and multiply out the resulting expression to deduce that

(1 − p−α−β)τA∪{−β}(p
j)τB(pℓ) = (1 − p−α−β)

(
τA(pj) + pβτA∪{−β}(p

j−1)
)
τB(pℓ)

= τA(pj)τB(pℓ) − p−α−βτA(pj)τB(pℓ)

+ (pβ − p−α)τA∪{−β}(p
j−1)τB(pℓ)

The term −p−α−βτA(pj)τB(pℓ) cancels with its negative on the left-hand side of (9.3.3), and
it follows that

(1 − p−α−β)τA∪{−β}(p
j)τB(pℓ) + p−α−βτA(pj)τB(pℓ)

− p−βτA(pj)τB(pℓ−1) − (1 − p−α−β)τA∪{−β}(p
j−1)τB(pℓ−1)

= τA(pj)τB(pℓ) + (pβ − p−α)τA∪{−β}(p
j−1)τB(pℓ)

− p−βτA(pj)τB(pℓ−1) − (1 − p−α−β)τA∪{−β}(p
j−1)τB(pℓ−1).

The right-hand side factors as
(
τA(pj) + (pβ − p−α)τA∪{−β}(p

j−1)
)(
τB(pℓ) − p−βτB(pℓ−1)

)
,

which, by (9.3.2), equals τAr{α}∪{−β}(p
j)τBr{β}(p

ℓ). �

Lemma 9.10. Let β ∈ B. Suppose that j and ℓ are nonnegative integers and p is a prime.
Then

p(
1
2
−β)(j−ℓ)

∑

0≤m,n<∞
m+j<n+ℓ

τA(pm)τB(pn)

pmβpn(1−β)
=

∑

0≤m,n<∞
m+j=n+ℓ

τA∪{−β}(p
m)τB(pn) − τA(pm)τB(pn)

p
m
2
+n

2

Proof. The definition (3.1) of τE implies that if D and E are finite multisets, then the
Dirichlet convolution τD ∗ τE of τD and τE is τD∪E. It follows from this and the definition of
Dirichlet convolution that, for each nonnegative integer m,

τA∪{−β}(p
m−1) = (τA ∗ τ{−β})(pm−1) =

m−1∑

ν=0

τA(pν)τ{−β}(p
m−1−ν) =

m−1∑

ν=0

τA(pν)pβ(m−1−ν).

This and the identity (9.3.2) imply

τA∪{−β}(p
m) − τA(pm) = pβτA∪{−β}(p

m−1) =
m−1∑

ν=0

τA(pν)pβ(m−ν).
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Therefore

∑

0≤m,n<∞
m+j=n+ℓ

τA∪{−β}(p
m)τB(pn) − τA(pm)τB(pn)

p
m
2
+n

2

=
∑

0≤m,n<∞
m+j=n+ℓ

τB(pn)

p
m
2
+n

2

m−1∑

ν=0

τA(pν)pβ(m−ν).

In the latter sum, we may replace m with n+ ℓ− j to write the sum as

∞∑

n=0

τB(pn)

pn+
1
2
(ℓ−j)

n+ℓ−j−1∑

ν=0

τA(pν)pβ(n+ℓ−j−ν) = p(
1
2
−β)(j−ℓ)

∑

0≤ν,n<∞
ν+j<n+ℓ

τA(pν)τB(pn)

pνβpn(1−β)
.

�

Proof of Lemma 9.7. We may write each side of (9.3.1) as an Euler product by the definitions
(9.1.2) of K and (9.2.38) of G. The Euler products converge absolutely by Lemmas 9.3 and
9.6. To prove Lemma 9.7, it suffices to show for each p that the local factors corresponding
to p in these Euler products agree.

We first examine the local factors corresponding to a given prime p ∤ hk. For brevity, let
Fp denote the local factor corresponding to this p in the Euler product expression for the
left-hand side of (9.3.1). Thus, from the definition (9.2.38) of G, we see that Fp is defined by

Fp :=
∏

α̂ 6=α

β̂ 6=β

(
1 − 1

p1+α̂+β̂

)∏

α̂∈A

(
1 − 1

p1+α̂−α

)∏

β̂∈B

(
1 − 1

p1+β̂−β

)

×
((

1 − 1

p2−α−β

)(
1 +

p1−α−β − 1

p(p− 1)

)
+

(
1 +

p−α−β

p− 1
− 1

p− 1

) ∞∑

m=1

τA(pm)τB(pm)

pm

+ (1 − p−α−β)
∑

0≤m<n<∞

τA(pm)τB(pn)

pmβpn(1−β)
+ (1 − p−α−β)

∑

0≤n<m<∞

τA(pm)τB(pn)

pm(1−α)pnα

)
.

(9.3.4)

Lemma 9.10 with j = ℓ = 0 implies

(9.3.5)
∑

0≤m<n<∞

τA(pm)τB(pn)

pmβpn(1−β)
=

∞∑

m=0

τA∪{−β}(p
m)τB(pm)

pm
−

∞∑

m=0

τA(pm)τB(pm)

pm
.

Similarly, Lemma 9.10 with A and B interchanged, β replaced by α, and j = ℓ = 0 implies

(9.3.6)
∑

0≤n<m<∞

τA(pm)τB(pn)

pm(1−α)pnα
=

∞∑

m=0

τA(pm)τB∪{−α}(p
m)

pm
−

∞∑

m=0

τA(pm)τB(pm)

pm
.

We complete the first m-sum in (9.3.4) by adding and subtracting its m = 0 term, and then
insert (9.3.5) and (9.3.6) to deduce that

Fp =
∏

α̂ 6=α

β̂ 6=β

(
1 − 1

p1+α̂+β̂

)∏

α̂∈A

(
1 − 1

p1+α̂−α

)∏

β̂∈B

(
1 − 1

p1+β̂−β

)

×
((

1 − 1

p2−α−β

)(
1 +

p1−α−β − 1

p(p− 1)

)
−
(

1 +
p−α−β

p− 1
− 1

p− 1

)
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+

(
2p−α−β − 1 +

p−α−β

p− 1
− 1

p− 1

) ∞∑

m=0

τA(pm)τB(pm)

pm

+ (1 − p−α−β)
∞∑

m=0

τA∪{−β}(p
m)τB(pm)

pm
+ (1 − p−α−β)

∞∑

m=0

τA(pm)τB∪{−α}(p
m)

pm

)
.

(9.3.7)

Observe that there is the factor (1− 1/p)2 in (9.3.7). This factor is the product of the factor

corresponding to α̂ = α in the product over α̂ ∈ A and the factor corresponding to β̂ = β in
the product over β̂ ∈ B. We distribute (1 − 1/p) among the terms in (9.3.7) and arrive at

Fp =

(
1 − 1

p

)∏

α̂ 6=α

β̂ 6=β

(
1 − 1

p1+α̂+β̂

)∏

α̂ 6=α

(
1 − 1

p1+α̂−α

)∏

β̂ 6=β

(
1 − 1

p1+β̂−β

)

×
((

1 − 1

p2−α−β

)(
1 − 1

p
+

1

p1+α+β
− 1

p2

)
−
(

1 − 2

p
+

1

p1+α+β

)
+ Σ0

)
,

(9.3.8)

where Σ0 is defined by

Σ0 :=

(
2p−α−β − 1 − p−α−β

p

) ∞∑

m=0

τA(pm)τB(pm)

pm

+

(
1 − p−α−β − 1

p
+
p−α−β

p

)( ∞∑

m=0

τA∪{−β}(p
m)τB(pm)

pm
+

∞∑

m=0

τA(pm)τB∪{−α}(p
m)

pm

)
.

Multiply out the products in the latter expression and rearrange the terms to write

Σ0 =
∞∑

m=0

(1 − p−α−β)τA∪{−β}(p
m)τB(pm) + p−α−βτA(pm)τB(pm)

pm

+
∞∑

m=0

(1 − p−α−β)τA(pm)τB∪{−α}(p
m) + p−α−βτA(pm)τB(pm) − τA(pm)τB(pm)

pm

−
∞∑

m=0

(1 − p−α−β)
(
τA∪{−β}(p

m)τB(pm) + τA(pm)τB∪{−α}(p
m)
)

+ p−α−βτA(pm)τB(pm)

pm+1
.

We make a change of variables in the last m-sum on the right-hand side by replacing each
instance of m with m− 1. To the resulting expression for Σ0, we add

0 =
∞∑

m=0

p−ατA(pm−1)τB(pm) + p−βτA(pm)τB(pm−1)

pm

−
∞∑

m=0

p−ατA(pm−1)τB(pm) + p−βτA(pm)τB(pm−1)

pm

and rearrange the terms to deduce that

(9.3.9) Σ0 =
∞∑

m=0

(
D1,m +D2,m +D3,m

) 1

pm
,
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where D1,m, D2,m, and D3,m are defined by

D1,m := (1 − p−α−β)τA∪{−β}(p
m)τB(pm) + p−α−βτA(pm)τB(pm)

− p−βτA(pm)τB(pm−1) − (1 − p−α−β)τA∪{−β}(p
m−1)τB(pm−1),

D2,m := (1 − p−α−β)τA(pm)τB∪{−α}(p
m) + p−α−βτA(pm)τB(pm)

− p−ατA(pm−1)τB(pm) − (1 − p−α−β)τA(pm−1)τB∪{−α}(p
m−1),

and

D3,m := −τA(pm)τB(pm) + p−ατA(pm−1)τB(pm)

+ p−βτA(pm)τB(pm−1) − p−α−βτA(pm−1)τB(pm−1),

where we recall that τE(p−1) is defined to be zero for any multiset E. Now Lemma 9.9 with
j = ℓ = m implies

(9.3.10) D1,m = τAr{α}∪{−β}(p
m)τBr{β}(p

m).

Moreover, Lemma 9.9 with A and B interchanged and j = ℓ = m implies

(9.3.11) D2,m = τAr{α}(p
m)τBr{β}∪{−α}(p

m).

As for D3,m, we may factor it and apply (9.3.2) to deduce that

D3,m = −
(
τA(pm) − p−ατA(pm−1)

)(
τB(pm) − p−βτB(pm−1)

)

= −τAr{α}(p
m)τBr{β}(p

m).

From this, (9.3.10), (9.3.11), and Lemma 9.8 with j = ℓ = m, we arrive at

D1,m +D2,m +D3,m

= τAr{α}∪{−β}(p
m)τBr{β}∪{−α}(p

m) − pα+βτAr{α}∪{−β}(p
m−1)τBr{β}∪{−α}(p

m−1).

This and (9.3.9) imply

Σ0 =
∞∑

m=0

τAr{α}∪{−β}(p
m)τBr{β}∪{−α}(p

m)

pm

− pα+β
∞∑

m=0

τAr{α}∪{−β}(p
m−1)τBr{β}∪{−α}(p

m−1)

pm
.

We make a change of variables in the latter m-sum by replacing each instance of m with
m+ 1. The result is

Σ0 =

(
1 − 1

p1−α−β

) ∞∑

m=0

τAr{α}∪{−β}(p
m)τBr{β}∪{−α}(p

m)

pm
.
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We insert this into (9.3.8) and arrive at

Fp =

(
1 − 1

p

)∏

α̂ 6=α

β̂ 6=β

(
1 − 1

p1+α̂+β̂

)∏

α̂ 6=α

(
1 − 1

p1+α̂−α

)∏

β̂ 6=β

(
1 − 1

p1+β̂−β

)

×
((

1 − 1

p2−α−β

)(
1 − 1

p
+

1

p1+α+β
− 1

p2

)
−
(

1 − 2

p
+

1

p1+α+β

)

+

(
1 − 1

p1−α−β

)
+

(
1 − 1

p1−α−β

) ∞∑

m=1

τAr{α}∪{−β}(p
m)τBr{β}∪{−α}(p

m)

pm

)
,

(9.3.12)

where we have separated the m = 0 term from the m-sum. A direct calculation gives
(

1 − 1

p2−α−β

)(
1 − 1

p
+

1

p1+α+β
− 1

p2

)
−
(

1 − 2

p
+

1

p1+α+β

)
+

(
1 − 1

p1−α−β

)

=

(
1 − 1

p1−α−β

)(
1 +

1

p

)(
1 − 1

p2

)
.

We insert this into (9.3.12) and then factor out (1 − p−1+α+β) to deduce that

Fp =

(
1 − 1

p

)(
1 − 1

p1−α−β

)∏

α̂ 6=α

β̂ 6=β

(
1 − 1

p1+α̂+β̂

)∏

α̂ 6=α

(
1 − 1

p1+α̂−α

)∏

β̂ 6=β

(
1 − 1

p1+β̂−β

)

×
((

1 +
1

p

)(
1 − 1

p2

)
+

∞∑

m=1

τAr{α}∪{−β}(p
m)τBr{β}∪{−α}(p

m)

pm

)
.

The right-hand side is exactly the local factor corresponding to p in the Euler product
expression for K(0, 0, 2 − α − β) by the definition (9.1.2), because we are assuming that
p ∤ hk.

We have now shown for each p ∤ hk that the local factors corresponding to p in the Euler
product expressions of both sides of (9.3.1) agree. Our next task is to do the same for each
p|hk. To this end, let p|hk be given, and let Gp denote the local factor corresponding to this
p in the Euler product expression for the left-hand side of (9.3.1). Also, for brevity, for the
rest of this proof we denote hp := ordp(h) and kp := ordp(k). With these notations, we see
from the definition (9.2.38) of G that Gp is defined by

Gp := p−( 1
2
−α)hp−( 1

2
−β)kp

∏

α̂ 6=α

β̂ 6=β

(
1 − 1

p1+α̂+β̂

)∏

α̂∈A

(
1 − 1

p1+α̂−α

)∏

β̂∈B

(
1 − 1

p1+β̂−β

)

×
((

1 +
p−α−β

p− 1
− 1

p− 1

) ∑

0≤m,n<∞
m+hp=n+kp

τA(pm)τB(pn)

pm(1−α)pn(1−β)p(−1+α+β)min{m+hp,n+kp}

+
(
1 − p−α−β

) ∑

0≤m,n<∞
m+hp 6=n+kp

τA(pm)τB(pn)

pm(1−α)pn(1−β)p(−1+α+β)min{m+hp,n+kp}

)
.

(9.3.13)
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If m+ hp = n+ kp, then

(−1 + α + β) min{m+ hp, n+ kp} =

(
−1

2
+ α

)
(m+ hp) +

(
−1

2
+ β

)
(n+ kp),

and so

p−( 1
2
−α)hp−( 1

2
−β)kp

∑

0≤m,n<∞
m+hp=n+kp

τA(pm)τB(pn)

pm(1−α)pn(1−β)p(−1+α+β)min{m+hp,n+kp}

=
∑

0≤m,n<∞
m+hp=n+kp

τA(pm)τB(pn)

p
m
2
+n

2

.

(9.3.14)

If m+hp < n+ kp, then min{m+hp, n+ kp} = m+hp and it follows from Lemma 9.10 with
j = hp and ℓ = kp that

p−( 1
2
−α)hp−( 1

2
−β)kp

∑

0≤m,n<∞
m+hp<n+kp

τA(pm)τB(pn)

pm(1−α)pn(1−β)p(−1+α+β)min{m+hp,n+kp}

=
∑

0≤m,n<∞
m+hp=n+kp

τA∪{−β}(p
m)τB(pn) − τA(pm)τB(pn)

p
m
2
+n

2

.

(9.3.15)

Similarly, Lemma 9.10 with A and B interchanged, β replaced by α, j = kp, and ℓ = hp
implies

p−( 1
2
−α)hp−( 1

2
−β)kp

∑

0≤m,n<∞
m+hp>n+kp

τA(pm)τB(pn)

pm(1−α)pn(1−β)p(−1+α+β)min{m+hp,n+kp}

=
∑

0≤m,n<∞
m+hp=n+kp

τA(pm)τB∪{−α}(p
n) − τA(pm)τB(pn)

p
m
2
+n

2

.

It follows from this, (9.3.13), (9.3.14), and (9.3.15) that

Gp =
∏

α̂ 6=α

β̂ 6=β

(
1 − 1

p1+α̂+β̂

)∏

α̂∈A

(
1 − 1

p1+α̂−α

)∏

β̂∈B

(
1 − 1

p1+β̂−β

)

×
((

2p−α−β − 1 +
p−α−β

p− 1
− 1

p− 1

) ∑

0≤m,n<∞
m+hp=n+kp

τA(pm)τB(pn)

p
m
2
+n

2

+
(
1 − p−α−β

) ∑

0≤m,n<∞
m+hp=n+kp

τA∪{−β}(p
m)τB(pn) + τA(pm)τB∪{−α}(p

n)

p
m
2
+n

2

)
.

(9.3.16)
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There is the factor (1 − 1/p)2 in (9.3.16) by the same reason mentioned below (9.3.7). We
distribute (1 − 1/p) among the terms in (9.3.16) and deduce that

(9.3.17) Gp = Σ1 ×
(

1 − 1

p

)∏

α̂ 6=α

β̂ 6=β

(
1 − 1

p1+α̂+β̂

)∏

α̂ 6=α

(
1 − 1

p1+α̂−α

)∏

β̂ 6=β

(
1 − 1

p1+β̂−β

)
,

where Σ1 is defined by

Σ1 :=

(
2p−α−β − 1 − p−α−β

p

) ∑

0≤m,n<∞
m+hp=n+kp

τA(pm)τB(pn)

p
m
2
+n

2

+

(
1 − p−α−β − 1

p
+
p−α−β

p

) ∑

0≤m,n<∞
m+hp=n+kp

τA∪{−β}(p
m)τB(pn) + τA(pm)τB∪{−α}(p

n)

p
m
2
+n

2

.

Multiply out the products and rearrange the terms to write Σ1 as

Σ1 =
∑

0≤m,n<∞
m+hp=n+kp

(1 − p−α−β)τA∪{−β}(p
m)τB(pn) + p−α−βτA(pm)τB(pn)

p
m
2
+n

2

+
∑

0≤m,n<∞
m+hp=n+kp

(1 − p−α−β)τA(pm)τB∪{−α}(p
n) + p−α−βτA(pm)τB(pn) − τA(pm)τB(pn)

p
m
2
+n

2

−
∑

0≤m,n<∞
m+hp=n+kp

(1 − p−α−β)
(
τA∪{−β}(p

m)τB(pn) + τA(pm)τB∪{−α}(p
n)
)

+ p−α−βτA(pm)τB(pn)

p1+
m
2
+n

2

.

We make changes of variables in the last m,n-sum on the right-hand side by replacing each
instance of m with m− 1 and each instance of n with n− 1. To the resulting expression for
Σ1, we add

0 =
∑

0≤m,n<∞
m+hp=n+kp

p−ατA(pm−1)τB(pn) + p−βτA(pm)τB(pn−1)

p
m
2
+n

2

−
∑

0≤m,n<∞
m+hp=n+kp

p−ατA(pm−1)τB(pn) + p−βτA(pm)τB(pn−1)

p
m
2
+n

2

and rearrange the terms to deduce that

(9.3.18) Σ1 =
∑

0≤m,n<∞
m+hp=n+kp

(
D1,m,n +D2,m,n +D3,m,n

) 1

p
m
2
+n

2

,

where D1,m,n, D2,m,n, and D3,m,n are defined by

D1,m,n := (1 − p−α−β)τA∪{−β}(p
m)τB(pn) + p−α−βτA(pm)τB(pn)

− p−βτA(pm)τB(pn−1) − (1 − p−α−β)τA∪{−β}(p
m−1)τB(pn−1),
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D2,m,n := (1 − p−α−β)τA(pm)τB∪{−α}(p
n) + p−α−βτA(pm)τB(pn)

− p−ατA(pm−1)τB(pn) − (1 − p−α−β)τA(pm−1)τB∪{−α}(p
n−1),

and

D3,m,n := −τA(pm)τB(pn) + p−ατA(pm−1)τB(pn)

+ p−βτA(pm)τB(pn−1) − p−α−βτA(pm−1)τB(pn−1),

where we recall that τE(p−1) is defined to be zero for any multiset E. Now Lemma 9.9 with
j = m and ℓ = n implies

(9.3.19) D1,m,n = τAr{α}∪{−β}(p
m)τBr{β}(p

n).

Moreover, Lemma 9.9 with A and B interchanged, j = n, and ℓ = m implies

(9.3.20) D2,m,n = τAr{α}(p
m)τBr{β}∪{−α}(p

n).

As for D3,m,n, we may factor it and apply (9.3.2) to deduce that

D3,m,n = −
(
τA(pm) − p−ατA(pm−1)

)(
τB(pn) − p−βτB(pn−1)

)

= −τAr{α}(p
m)τBr{β}(p

n).

From this, (9.3.19), (9.3.20), and Lemma 9.8 with j = m and ℓ = n, we arrive at

D1,m,n +D2,m,n +D3,m,n

= τAr{α}∪{−β}(p
m)τBr{β}∪{−α}(p

n) − pα+βτAr{α}∪{−β}(p
m−1)τBr{β}∪{−α}(p

n−1).

This and (9.3.18) imply

Σ1 =
∑

0≤m,n<∞
m+hp=n+kp

τAr{α}∪{−β}(p
m)τBr{β}∪{−α}(p

n)

p
m
2
+n

2

− pα+β
∑

0≤m,n<∞
m+hp=n+kp

τAr{α}∪{−β}(p
m−1)τBr{β}∪{−α}(p

n−1)

p
m
2
+n

2

.

We make a change of variables in the latter m,n-sum by replacing each instance of m with
m+ 1 and each instance of n with n+ 1. The result is

Σ1 =

(
1 − 1

p1−α−β

) ∑

0≤m,n<∞
m+hp=n+kp

τAr{α}∪{−β}(p
m)τBr{β}∪{−α}(p

n)

p
m
2
+n

2

.

We insert this into (9.3.17) and arrive at

Gp =

(
1 − 1

p

)(
1 − 1

p1−α−β

)∏

α̂ 6=α

β̂ 6=β

(
1 − 1

p1+α̂+β̂

)∏

α̂ 6=α

(
1 − 1

p1+α̂−α

)∏

β̂ 6=β

(
1 − 1

p1+β̂−β

)

×
∑

0≤m,n<∞
m+hp=n+kp

τAr{α}∪{−β}(p
m)τBr{β}∪{−α}(p

n)

p
m
2
+n

2

.

The right-hand side is exactly the local factor corresponding to p in the Euler product
expression for K(0, 0, 2−α−β) by the definition (9.1.2), because we are assuming that p|hk.
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We have now shown for each p that the local factors corresponding to p in the Euler product
expressions of both sides of (9.3.1) agree. This completes the proof of Lemma 9.7. �

We will also use the following variant and consequence of Lemma 9.7.

Lemma 9.11. Let α, α∗ ∈ A and β, β∗ ∈ B. Suppose that h and k are positive integers. If
G is defined by (9.2.38) and K by (9.1.2), then

h−
1
2
+αk−

1
2
+β−α∗−β∗G(2 − α− β + α∗ + β∗, α, β;A,B, h, k)

= K(0,−α∗ − β∗, 2 − α− β + α∗ + β∗;A,B, α, β, h, k).

Proof. The definition (9.2.38) implies

G(2 − α− β + α∗ + β∗, α, β;A,B, h, k)

=
∏

p|hk

{
∏

α̂ 6=α

β̂ 6=β

(
1 − 1

p1+α̂+β̂−α∗−β∗

)∏

α̂∈A

(
1 − 1

p1+α̂−α

)∏

β̂∈B

(
1 − 1

p1+β̂−β

)

×
(

∑

0≤m,n<∞
m+ordp(h)=n+ordp(k)

τA(pm)τB(pn)
(

1 + p−α−β+α∗+β∗

p−1
− 1

p−1

)

pm(1−α)pn(1−β)p(−1+α+β−α∗−β∗)min{m+ordp(h),n+ordp(k)}

+
∑

0≤m,n<∞
m+ordp(h) 6=n+ordp(k)

τA(pm)τB(pn)
(
1 − p−α−β+α

∗+β∗
)

pm(1−α)pn(1−β)p(−1+α+β−α∗−β∗)min{m+ordp(h),n+ordp(k)}

)}

×
∏

p∤hk

{
∏

α̂ 6=α

β̂ 6=β

(
1 − 1

p1+α̂+β̂−α∗−β∗

)∏

α̂∈A

(
1 − 1

p1+α̂−α

)∏

β̂∈B

(
1 − 1

p1+β̂−β

)

×
((

1 − 1

p2−α−β+α∗+β∗

)(
1 +

p1−α−β+α
∗+β∗ − 1

(p− 1)

)

+
∞∑

m=1

τA(pm)τB(pm)
(

1 + p−α−β+α∗+β∗

p−1
− 1

p−1

)

pm(1−α∗−β∗)

+
∑

0≤m<n<∞

τA(pm)τB(pn)
(
1 − p−α−β+α

∗+β∗
)

pm(β−α∗−β∗)pn(1−β)

+
∑

0≤n<m<∞

τA(pm)τB(pn)
(
1 − p−α−β+α

∗+β∗
)

pm(1−α)pn(α−α∗−β∗)

)}
,(9.3.21)

with the product absolutely convergent by Lemma 9.6. Now
∏

β̂∈B

(
1 − 1

p1+β̂−β

)
=

∏

γ∈B−α∗−β∗

(
1 − 1

p1+γ−β+α∗+β∗

)
,

while (3.3) implies
τB(pn)

pn(1−β)
=

τB−α∗−β∗
(pn)

pn(1−β+α∗+β∗)
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and
τB(pm)

pm(1−α∗−β∗)
=
τB−α∗−β∗

(pm)

pm
.

It follows from these, (9.3.21), and the definition (9.2.38) of G that

G(2 − α− β + α∗ + β∗, α, β;A,B, h, k)

= G(2 − α− β + α∗ + β∗, α, β − α∗ − β∗;A,B−α∗−β∗ , h, k).
(9.3.22)

Lemma 9.7 with B replaced by B−α∗−β∗ and β replaced by β − α∗ − β∗ implies

h−
1
2
+αk−

1
2
+β−α∗−β∗G(2 − α− β + α∗ + β∗, α, β − α∗ − β∗;A,B−α∗−β∗ , h, k)

= K(0, 0, 2 − α− β + α∗ + β∗;A,B−α∗−β∗ , α, β − α∗ − β∗, h, k).
(9.3.23)

To see that the right-hand side is the same as

K(0,−α∗ − β∗, 2 − α− β + α∗ + β∗;A,B, α, β, h, k),

we make the following observations. If w = 2 − α− β + α∗ + β∗ and s1 = s2 = 0, then

w − 1 + α + s1 + (β − α∗ − β∗) + s2 = 1,

As1 r {α + s1} ∪ {−β + α∗ + β∗ − s2} = Ar {α} ∪ {−β + α∗ + β∗},
and
(
B−α∗−β∗

)
s2
r {β − α∗ − β∗ + s2} ∪ {−α− s1} = B−α∗−β∗ r {β − α∗ − β∗} ∪ {−α}.

On the other hand, if w = 2 − α− β + α∗ + β∗, s1 = 0, and s2 = −α∗ − β∗, then

w − 1 + α + s1 + β + s2 = 1,

As1 r {α + s1} ∪ {−β − s2} = Ar {α} ∪ {−β + α∗ + β∗},
and

Bs2 r {β + s2} ∪ {−α− s1} = B−α∗−β∗ r {β − α∗ − β∗} ∪ {−α}.
These observations and the definition (9.1.2) of K imply that

K(0, 0, 2 − α− β + α∗ + β∗;A,B−α∗−β∗ , α, β − α∗ − β∗, h, k)

= K(0,−α∗ − β∗, 2 − α− β + α∗ + β∗;A,B, α, β, h, k).

From this, (9.3.22), and (9.3.23), we arrive at Lemma 9.11. �

The special case of Lemma 9.11 with α∗ = α and β∗ = β implies that

h−
1
2
+αk−

1
2
−αG(2, α, β) = K(0,−α− β, 2).(9.3.24)

As a side note, we mention that (9.3.24) may be proved directly from the definitions (9.2.38)
of G and (9.1.2) of K by using the identity

τB(pn)

pn(−α−β)
= τB−α−β

(pn),

which follows from (3.3), and observing that if m+ ordp(h) = n+ ordp(k) then

pm(1−α)pn(1−β)p−min{m+ordp(h),n+ordp(k)} = pm(1−α)pn(1−β)p−
1
2
(m+ordp(h))−

1
2
(n+ordp(k))

= p−( 1
2
−α)ordp(h)−( 1

2
+α)ordp(k)+

m
2
+n( 1

2
−α−β)

because α(ordp(h) − ordp(k)) = α(n−m).



78 SIEGFRED BALUYOT AND CAROLINE L. TURNAGE-BUTTERBAUGH

We are now ready to match each residue on the right-hand side of (9.2.72) with a residue
on the right-hand side of (9.1.32) in such a way that corresponding residues are equal. The
identity (9.3.24) implies that

h−
1
2
−β−sk−

1
2
+β+sG(2, α, β) =

(
h

k

)−s−α−β

h−
1
2
+αk−

1
2
−αG(2, α, β)

=

(
h

k

)−s−α−β

K(0,−α− β, 2).

From this, (9.1.25), and (9.2.58), we deduce that

(9.3.25) R1 = J23 +O
(
(Xhk)εk1/2Q−96

)
.

Now from (9.1.14), (9.2.63), and Lemma 9.7, we immediately see that

(9.3.26) R21 = J11 +O
(
(hk)ε(h, k)1/2Q−96

)
.

Next, (9.1.20), (9.2.65), and (9.3.24) imply

(9.3.27) R22 = J21 +O
(
(Xhk)ε(h, k)1/2Q−96

)
.

From (9.1.29), (9.2.68), and Lemma 9.11 with α∗ = α′ and β∗ = β′, we deduce that

(9.3.28) R23 = J31 +O
(
(Xhk)ε(h, k)1/2Q−96

)
.

Finally, (9.1.31), (9.2.71), and Lemma 9.11 with α∗ = α′ and β∗ = β′ imply

R3 = J33 +O
(
(Xhk)εk1/2Q−96

)
.

From this, (9.3.25), (9.3.26), (9.3.27), (9.3.28), and (9.2.72), we arrive at

U2(h, k) = J23 + J11 + J21 + J31 + J33 +O

((
Q1+ε +

Q2

C1−ε

)
(Xhk)ε(h, k)√

hk

)

+O
(
XεQ

3
2hεkε +X− 1

2
+εQ

5
2 (hk)ε + (XChk)εhkX2Q−96

)
.

From this and (9.1.32), we conclude that

U2(h, k) = I∗
1 (h, k) +O

((
Q1+ε +

Q2

C1−ε

)
(Xhk)ε(h, k)√

hk

)

+O
(
X− 1

2
+εQ

5
2 (hk)ε +XεQ

3
2
+ε(hk)ε + (XChk)εhkX2Q−96

)
.

(9.3.29)

10. The error term U r(h, k)

Recall that λ1, λ2, . . . are arbitrary complex numbers such that λh ≪ε h
ε for all ε > 0. In

this section, we bound the sum

∑

h,k≤Qϑ

λhλk√
hk

U r(h, k),

where U r(h, k) is defined by (8.1.7). The majority of the work that follows consists of
preparing the above sum for an eventual application of the large sieve.

We begin by showing that the terms in (8.1.7) that have sufficiently large aℓ are zero.
Since the support of W is compact and contained in (0,∞), the summand in the definition
(8.1.7) of U r(h, k) is zero unless |mh± nk| ≍ gℓQ/c, which implies that either mh≫ gℓQ/c
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or nk ≫ gℓQ/c. Since a|g, c ≤ C, and h, k ≤ Qϑ, this means that the summand in (8.1.7)
is zero unless

m≫ Qgℓ

hc
≥ Qaℓ

CQϑ
or n≫ Qgℓ

kc
≥ Qaℓ

CQϑ
.

Now V (m/X)V (n/X) = 0 except if m,n≪ X. Thus the summand in (8.1.7) is zero unless

(10.1) X ≫ Qaℓ

CQϑ
.

In other words, the terms in the definition (8.1.7) of U r(h, k) are zero unless aℓ≪ XCQϑ−1.
We next show that the terms in (8.1.7) that have sufficiently large aeℓ are negligible. We

first consider the terms that have mh/g ≡ ∓nk/g (mod aeℓ). In this case, |mh ± nk|/g
is a multiple of aeℓ that is not zero because mh 6= nk. Thus |mh ± nk|/g ≥ aeℓ, and the
triangle inequality implies that either mh/g ≥ aeℓ/2 or nk/g ≥ aeℓ/2. Since h, k ≤ Qϑ and
g = (mh, nk) ≥ 1, these lower bounds imply that either aeℓ ≪ mQϑ or aeℓ ≪ nQϑ. Hence,
using the support of V in the same way we deduced (10.1), we see that the terms in (8.1.7)
that have mh/g ≡ ∓nk/g (mod aeℓ) are zero unless aeℓ≪ XQϑ.

Next, we consider the terms in (8.1.7) that have mh/g 6≡ ∓nk/g (mod aeℓ) and aeℓ≫ Y ,
where Y is a large parameter that we will choose later (in Section 11). For these terms, the
orthogonality of Dirichlet characters implies that the ψ-sum in (8.1.7) is O(1). Moreover,
we have shown that these terms are zero unless (10.1) holds, and thus we may assume that
e≫ Y Qϑ−1/(XC). It follows from these and (3.2) that the sum of the terms in (8.1.7) that
have mh/g 6≡ ∓nk/g (mod aeℓ) and aeℓ≫ Y is bounded by
(10.2)

≪
∑

1≤c≤C

∑

1≤m,n≪X

(mn)ε√
mn

∑

Y Q1−ϑ

XC
≪e<∞

1

e

∑

a|g

∑

1≤ℓ<∞
aℓ≪XCQϑ−1

(aeℓ)ε

aeℓ
· |mh± nk|

gℓ
W

(
c|mh± nk|

gℓQ

)
.

Since the support of W is compact and contained in (0,∞), we have |mh± nk|/(gℓ) ≪ Q/c
in (10.2), and so (10.2) is

≪(XCQ)εQ
∑

1≤c≤C

1

c

∑

1≤m,n≪X

(mn)ε√
mn

(
Y Q1−ϑ

XC

)−1+ε

≪ (XCQY )ε
X2CQϑ

Y
.

This bound is small if Y is, say, a large power of Q. We have thus shown that the terms in
(8.1.7) that have mh/g 6≡ ∓nk/g (mod aeℓ) and aeℓ≫ Y are negligible for large enough Y .

From all these observations, we deduce for h, k ≤ Qϑ and Y ≥ XQϑ that the total
contribution of the terms in the definition (8.1.7) of U r(h, k) that have aℓ ≫ XCQϑ−1 or
aeℓ≫ Y is

≪ (XCQY )ε
X2CQϑ

Y
.

Thus

U r(h, k) =
1

2

∑

1≤c≤C
(c,hk)=1

µ(c)
∑

1≤m,n<∞
(mn,c)=1
mh 6=nk

τA(m)τB(n)√
mn

V
(m
X

)
V
( n
X

) ∑

1≤e<∞
(e,g)=1

µ(e)

e
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×
∑

a|g

µ(a)
∑

1≤ℓ<∞
(eaℓ,mh

g
·nk
g
)=1

aℓ≪XCQϑ−1

aeℓ≪Y

1

φ(eaℓ)

∑

ψ mod aeℓ
ψ 6=ψ0

ψ

(
mh

g

)
ψ

(
∓nk
g

)

× |mh± nk|
gℓ

W

(
c|mh± nk|

gℓQ

)
+ O

(
(XCQY )ε

X2CQϑ

Y

)
.

We multiply both sides by λhλk(hk)−1/2 and then sum over all h, k ≤ Qϑ to arrive at

∑

h,k≤Qϑ

λhλk√
hk

U r(h, k) =
1

2

∑

1≤c≤C

µ(c)
∑

1≤e<∞

µ(e)

e

∑

1≤ℓ<∞

∑

1≤a<∞
aℓ≪XCQϑ−1

aeℓ≪Y

µ(a)

φ(aeℓ)ℓ

×
∑

ψ mod aeℓ
ψ 6=ψ0

{
U+(c, a, e, ℓ, ψ) + U−(c, a, e, ℓ, ψ)

}
+ O

(
(XCQY )ε

X2CQ2ϑ

Y

)
,

(10.3)

where U±(c, a, e, ℓ, ψ) is defined by

U±(c, a, e, ℓ, ψ) :=
∑

h,k≤Qϑ

(c,hk)=1

λhλk√
hk

∑′

m,n

τA(m)τB(n)√
mn

V
(m
X

)
V
( n
X

)

× ψ

(
mh

g

)
ψ

(
∓nk
g

) |mh± nk|
g

W

(
c|mh± nk|

gℓQ

)
,

(10.4)

with the symbol
∑′ denoting summation over all positive integers m,n such that (mn, c) = 1,

mh 6= nk, (e, g) = 1, a|g, and (eaℓ,mhnk/g2) = 1, where g = (mh, nk). We split the a, e, ℓ-
sum in (10.3) into dyadic blocks and deduce that

∑

h,k≤Qϑ

λhλk√
hk

U r(h, k) ≪
∑

1≤c≤C

∑

A,E,L
AL≪XCQϑ−1

AEL≪Y

∑

A<a≤2A

∑

E<e≤2E

∑

L<ℓ≤2L

(aeℓ)ε

ae2ℓ2

×
∑

ψ mod aeℓ
ψ 6=ψ0

{
|U+(c, a, e, ℓ, ψ)| + |U−(c, a, e, ℓ, ψ)|

}
+ (XCQY )ε

X2CQ2ϑ

Y
,

(10.5)

where each of the summation variables A,E, L runs through the set {2ν : ν ∈ Z, ν ≥ −1}.
Note that we are abusing notation here and using the symbol A to denote both the summation
variable in (10.5) and the set in τA in (10.4). However, this will not cause confusion.

To remove the interdependence of the summation variables in (10.4), we let g1 = (h, k),
g2 = (m,n), g3 = (m/g2, k/g1), and g4 = (n/g2, h/g1), and make the change of variables
h = g1g4H, k = g1g3K, m = g2g3M , and n = g2g4N . Recalling the definition g = (mh, nk),
we note that g = g1g2g3g4. By their definitions, the new variables satisfy the coprimality
conditions (g3, g4) = 1, (H, g3) = 1, (K, g4) = 1, (H,K) = 1, (M, g4) = 1, (N, g3) = 1,
(M,N) = 1, (M,K) = 1, and (N,H) = 1. Furthermore, the properties of m,h, n, k in
(10.4) are equivalent to (c,MNHKg1g2g3g4) = 1, MH 6= NK, (e, g1g2g3g4) = 1, a|g1g2g3g4,
(eaℓ,MNHK) = 1, g1g4H ≤ Qϑ, g1g3K ≤ Qϑ, and 1 ≤ M,N < ∞. Since V has compact
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support, we may assume that m,n ≪ X in (10.4) and hence g2 ≪ X. Thus, the result of
this change of variables is

U±(c, a, e, ℓ, ψ) =
∗∑

g1,g2,g3,g4
M,N,H,K

λg1g4Hλg1g3K
g1
√
g3g4HK

τA(g2g3M)τB(g2g4N)

g2
√
g3g4MN

V

(
g2g3M

X

)
V

(
g2g4N

X

)

×ψ(MH)ψ(∓NK)|MH ±NK|W
(
c|MH ±NK|

ℓQ

)
,

(10.6)

where ∗ denotes the conditions for g1, g2, g3, g4,M,N,H,K listed above.
Our next task is to write (10.6) in terms of an Euler product. To this end, we apply Mellin

inversion twice to write

V
(g2g3x

X

)
V
(g2g4y

X

)
|xH ± yK|W

(
c|xH ± yK|

ℓQ

)

=
1

(2πi)2

∫

( 1
2
+ε)

∫

( 1
2
+ε)

(xH)−s1(yK)−s2
∫ ∞

0

∫ ∞

0

us1−1vs2−1

× V
(g2g3u
HX

)
V
(g2g4v
KX

)
|u± v|W

(
c|u± v|
ℓQ

)
dv du ds2 ds1.

(10.7)

We have chosen the lines of integration to be at Re(s1) = Re(s2) = 1
2

+ ε to facilitate later
estimations. We let Ψ : [0,∞) → R be a smooth nonnegative function of compact support
such that Ψ(ξ) = 1 for all ξ in the support of V . Then

V
(g2g3u
HX

)
= Ψ

( u

XQϑ

)
V
(g2g3u
HX

)

for all u ≥ 0, and applying Mellin inversion on the right-hand side gives

V
(g2g3u
HX

)
=

1

2πi
Ψ
( u

XQϑ

)∫

(ε)

(
XH

g2g3u

)s3
Ṽ (s3) ds3.

Similarly,

V
(g2g4v
KX

)
=

1

2πi
Ψ
( v

XQϑ

)∫

(ε)

(
XK

g2g4v

)s4
Ṽ (s4) ds4.

It follows from these and (10.7) that

V
(g2g3x

X

)
V
(g2g4y

X

)
|xH ± yK|W

(
c|xH ± yK|

ℓQ

)

=
1

(2πi)4

∫

( 1
2
+ε)

∫

( 1
2
+ε)

∫

(ε)

∫

(ε)

H−s1+s3K−s2+s4

(
X

g2g3

)s3 ( X

g2g4

)s4
x−s1y−s2

×
∫ ∞

0

∫ ∞

0

us1−s3−1vs2−s4−1Ψ
( u

XQϑ

)
Ψ
( v

XQϑ

)
Ṽ (s3)Ṽ (s4)|u± v|

×W

(
c|u± v|
ℓQ

)
dv du ds4 ds3 ds2 ds1.
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Now take x = M and y = N , and insert the result into (10.6) to deduce that

U±(c, a, e, ℓ, ψ) =
∗∑

g1,g2,g3,g4
M,N,H,K

λg1g4Hλg1g3K
g1
√
g3g4HK

τA(g2g3M)τB(g2g4N)

g2
√
g3g4MN

ψ(MH)ψ(∓NK)

× 1

(2πi)4

∫

( 1
2
+ε)

∫

( 1
2
+ε)

∫

(ǫ)

∫

(ǫ)

H−s1+s3K−s2+s4

(
X

g2g3

)s3 ( X

g2g4

)s4

×M−s1N−s2V(s1, s2, s3, s4) ds4 ds3 ds2 ds1,

(10.8)

where V(s1, s2, s3, s4) is defined by

V(s1, s2, s3, s4) = V(s1, s2, s3, s4;X,Q, ϑ, c, ℓ)

:= Ṽ (s3)Ṽ (s4)

∫ ∞

0

∫ ∞

0

us1−s3−1vs2−s4−1Ψ
( u

XQϑ

)
Ψ
( v

XQϑ

)

× |u± v|W
(
c|u± v|
ℓQ

)
dv du.

(10.9)

The following lemma gives a bound for V(s1, s2, s3, s4), and is analogous to (3.10).

Lemma 10.1. If j1, j2 are nonnegative integers and s1, s2, s3, s4 are complex numbers such
that j1 + j2 ≥ 1, Re(s1 − s3) > 0, and Re(s2 − s4) > 0, then

∫ ∞

0

∫ ∞

0

us1−s3−1vs2−s4−1Ψ
( u

XQϑ

)
Ψ
( v

XQϑ

)
|u± v|W

(
c|u± v|
ℓQ

)
dv du

≪ (XQϑ)Re(s1+s2−s3−s4)

|s1 − s3|j1|s2 − s4|j2

(
ℓQ

c

)(
1 +

XcQϑ−1

ℓ

)j1+j2−1

,

where the implied constant may depend only on Ψ, W , Re(s1 − s3), Re(s2 − s4), j1, or j2.

Proof. For brevity, let D denote the double integral in question, and let W0 denote the
function W0(ξ) := ξW (ξ). Make the change of variables u 7→ uℓQ/c and v 7→ vℓQ/c, then
integrate by parts with respect to u j1 times and with respect to v j2 times to deduce that

D = (−1)j1+j2
(
ℓQ

c

)s1+s2−s3−s4+1 ∫ ∞

0

∫ ∞

0

us1−s3+j1−1

(s1 − s3) · · · (s1 − s3 + j1 − 1)

× vs2−s4+j2−1

(s2 − s4) · · · (s2 − s4 + j2 − 1)

∂j1

∂uj1
∂j2

∂vj2

{
Ψ
( uℓ

XcQϑ−1

)
Ψ
( vℓ

XcQϑ−1

)
W0(|u± v|)

}
dv du.

We may use the product rule and chain rule to bound the derivatives in the integrand. We
also observe that the integrand is zero unless u, v ≪ XcQϑ−1/ℓ and |u ± v| ≍ 1, because
Ψ is supported on a compact subset of [0,∞) and W is supported on a compact subset of
(0,∞). Thus

D ≪
(
ℓQ

c

)Re(s1+s2−s3−s4)+1(
1 +

ℓ

XcQϑ−1

)j1+j2 1

|s1 − s3|j1|s2 − s4|j2

×
∫∫

0≤u,v≪XcQϑ−1/ℓ
|u±v|≍1

uRe(s1−s3)+j1−1vRe(s2−s4)+j2−1 dv du.
(10.10)
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Since j1, j2 are nonnegative integers with j1 + j2 ≥ 1, it holds that either j1 ≥ 1 or j2 ≥ 1.
By renaming the variables u and v if necessary, we may suppose, without loss of generality,
that j2 ≥ 1. Then vj2−1 ≪ (XcQϑ−1/ℓ)j2−1. Moreover, for each u, the v-integral is over an
interval of length ≪ min{1, XcQϑ−1/ℓ}. Hence the u, v-integral in (10.10) is at most

≪
(
XcQϑ−1

ℓ

)Re(s1+s2−s3−s4)+j1+j2−1

min

{
1,
XcQϑ−1

ℓ

}
.

Since min{1, 1/x} ≍ 1/(1 + x) for x > 0, this proves the lemma. �

Now (3.10), (10.9), and Lemma 10.1 imply that

V(s1, s2, s3, s4) ≪ε,j1,j2,j3,j4

(XQϑ)Re(s1+s2−s3−s4)

|s1 − s3|j1|s2 − s4|j2|s3|j3|s4|j4

(
ℓQ

c

)(
1 +

XcQϑ−1

ℓ

)j1+j2−1

(10.11)

for any nonnegative integers j1, j2, j3, j4 with j1+j2 ≥ 1 and any complex numbers s1, s2, s3, s4
such that each of Re(s1 − s3), Re(s2 − s4), Re(s3), and Re(s4) is ≥ ε. It follows that (10.8)
is absolutely convergent, and we may interchange the order of summation to deduce that,
recalling the conditions indicated by ∗ and listed before (10.6), we have

U±(c, a, e, ℓ, ψ) =
1

(2πi)4

∫

( 1
2
+ε)

∫

( 1
2
+ε)

∫

(ǫ)

∫

(ǫ)

Xs3+s4

×
∑

1≤g1,g2,g3,g4,H,K≪max{Qϑ,X}

g1g4H≤Qϑ, g1g3K≤Qϑ, g2≪X
(g3,g4)=(H,g3)=(K,g4)=(H,K)=1

(ec,g1g2g3g4)=(caeℓ,HK)=1
a|g1g2g3g4

λg1g4Hλg1g3K ψ(H)ψ(∓K)

g1g
1+s3+s4
2 g1+s33 g1+s44 H

1
2
+s1−s3K

1
2
+s2−s4

×
∑

1≤M,N<∞
(M,g4)=(N,g3)=(M,K)=(N,H)=1

(M,N)=(MN,caeℓ)=1
MH 6=NK

τA(g2g3M)τB(g2g4N)ψ(M)ψ(N)

M
1
2
+s1N

1
2
+s2

× V(s1, s2, s3, s4) ds4 ds3 ds2 ds1.

(10.12)

We next write the M,N -sum in terms of an Euler product. To do this, we first add and
subtract the terms with MH = NK and write

∑

1≤M,N<∞
(M,g4)=(N,g3)=(M,K)=(N,H)=1

(M,N)=(MN,caeℓ)=1
MH 6=NK

τA(g2g3M)τB(g2g4N)ψ(M)ψ(N)

M
1
2
+s1N

1
2
+s2

= P1 − P2,(10.13)

where P1 is the sum on the left-hand side, except without the condition MH 6= NK, and P2

is the sum with the condition MH = NK instead of MH 6= NK. To evaluate P2, observe
that the conditions (H,K) = 1 and (M,N) = 1 imply that MH = NK if and only if M = K
and N = H. Since (M,K) = (N,H) = 1, this is only possible if M = N = H = K = 1.
Thus

(10.14) P2 = τA(g2g3)τB(g2g4).
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Next, we express the sum P1 defined in (10.13) as an Euler product and write

(10.15) P1 =
∏

α∈A

L(1
2

+ s1 + α, ψ)
∏

β∈B

L(1
2

+ s2 + β, ψ)R(s1, s2),

where R(s1, s2) is defined by

R(s1, s2) =R(s1, s2; g2, g3, g4, H,K, caeℓ)

:=
∏

p

{
∏

α∈A

(
1 − ψ(p)

p
1
2
+s1+α

)∏

β∈B

(
1 − ψ(p)

p
1
2
+s2+β

)

×
∑

0≤m,n<∞
min{m,ordp(g4K)}=min{n,ordp(g3H)}=0

min{m,n}=min{mn,ordp(caeℓ)}=0

τA(pm+ordp(g2g3))τB(pn+ordp(g2g4))ψ(pm)ψ(pn)

pm( 1
2
+s1)+n(

1
2
+s2)

}
.

(10.16)

If Re(s1),Re(s2) ≥ ε and p|g2g3g4HKcaeℓ, then the local factor in (10.16) corresponding to
p is O(pεordp(g2g3g4)) by (3.2). Moreover, if Re(s1),Re(s2) ≥ ε and p ∤ g2g3g4HKcaeℓ, then it
follows from (3.1) and (3.2) that the local factor in (10.16) corresponding to p is

∏

α∈A

(
1 − ψ(p)

p
1
2
+s1+α

)∏

β∈B

(
1 − ψ(p)

p
1
2
+s2+β

) ∑

0≤m,n<∞
min{m,n}=0

τA(pm)τB(pn)ψ(pm)ψ(pn)

pm( 1
2
+s1)+n(

1
2
+s2)

=

(
1 − τA(p)ψ(p)

p
1
2
+s1

+O

(
1

p1+ε

))(
1 − τB(p)ψ(p)

p
1
2
+s2

+O

(
1

p1+ε

))

×
(

1 +
τA(p)ψ(p)

p
1
2
+s1

+
τB(p)ψ(p)

p
1
2
+s2

+O

(
1

p1+ε

))

= 1 +O

(
1

p1+ε

)
.

Thus, if Re(s1),Re(s2) ≥ ε, then the product in (10.16) converges absolutely and we have

(10.17) R(s1, s2) ≪ (g2g3g4HKcaeℓ)
ε

because
∏

p|ν O(1) ≪ νε for any positive integer ν. Hence, (10.13) with (10.14) and (10.15)

gives an analytic continuation of the M,N -sum in (10.12) to the region with Re(s1),Re(s2) ≥
ε. If ψ is non-principal, then this analytic continuation has no poles in the region, and (3.2)
and (10.17) imply that it is bounded by

≪ (g2g3g4HKcaeℓ)
ε

{
1 +

∏

α∈A

|L(1
2

+ s1 + α, ψ)|
∏

β∈B

|L(1
2

+ s2 + β, ψ)|
}
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for Re(s1),Re(s2) ≥ ε. This fact together with (10.11) implies that if ψ is non-principal,
then we may move the s1- and s2-lines in (10.12) to Re(s1) = Re(s2) = 2ǫ and deduce that

U±(c, a, e, ℓ, ψ) ≪(XQcaeℓ)ε
∫

(2ǫ)

∫

(2ǫ)

∫

(ǫ)

∫

(ǫ)

×
∣∣∣∣∣

∑

1≤g1,g2,g3,g4,H,K≪max{Qϑ,X}

g1g4H≤Qϑ, g1g3K≤Qϑ, g2≪X
(g3,g4)=(H,g3)=(K,g4)=(H,K)=1

(ec,g1g2g3g4)=(caeℓ,HK)=1
a|g1g2g3g4

λg1g4Hλg1g3K ψ(H)ψ(∓K)

g1g
1+s3+s4
2 g1+s33 g1+s44 H

1
2
+s1−s3K

1
2
+s2−s4

∣∣∣∣∣

×
{

1 +
∏

α∈A

|L(1
2

+ s1 + α, ψ)|
∏

β∈B

|L(1
2

+ s2 + β, ψ)|
}

× |V(s1, s2, s3, s4)| |ds4 ds3 ds2 ds1|.

(10.18)

We apply Möbius inversion to remove the interdependence of the variables H and K and
write

∑

1≤H,K≪max{Qϑ,X}

g1g4H≤Qϑ, g1g3K≤Qϑ

(H,g3)=(K,g4)=(H,K)=1
(caeℓ,HK)=1

λg1g4Hλg1g3K ψ(H)ψ(∓K)

H
1
2
+s1−s3K

1
2
+s2−s4

=
∑

1≤H,K≪max{Qϑ,X}

g1g4H≤Qϑ, g1g3K≤Qϑ

(H,g3)=(K,g4)=1
(caeℓ,HK)=1

∑

d|H
d|K

µ(d)
λg1g4Hλg1g3K ψ(H)ψ(∓K)

H
1
2
+s1−s3K

1
2
+s2−s4

=
∑

d≤Qϑ

(d,g3g4caeℓ)=1

µ(d)|ψ(d)|2
d1+s1+s2−s3−s4

∑

H≤Qϑ/(dg1g4)
(H,g3caeℓ)=1

λdg1g4H ψ(H)

H
1
2
+s1−s3

∑

K≤Qϑ/(dg1g3)
(K,g4caeℓ)=1

λdg1g3K ψ(∓K)

K
1
2
+s2−s4

,

where in the last line we have made the change of variables H 7→ dH and K 7→ dK. From
this, (10.18), the triangle inequality, and the fact that ψ(∓K) = ψ(∓1)ψ(K), we deduce
that

U±(c, a, e, ℓ, ψ) ≪(XQcaeℓ)ε
∑

1≤g1,g2,g3,g4≪max{Qϑ,X}

g1g4≤Qϑ, g1g3≤Qϑ, g2≪X
(g3,g4)=(ec,g1g2g3g4)=1

a|g1g2g3g4

1

g1g
1+ε
2 g1+ε3 g1+ε4

∑

d≤Qϑ

(d,g3g4caeℓ)=1

1

d1+ε

×
∫

(2ǫ)

∫

(2ǫ)

∫

(ǫ)

∫

(ǫ)

∣∣∣∣∣
∑

H≤Qϑ/(dg1g4)
(H,g3caeℓ)=1

λdg1g4H ψ(H)

H
1
2
+s1−s3

∣∣∣∣∣

∣∣∣∣∣
∑

K≤Qϑ/(dg1g3)
(K,g4caeℓ)=1

λdg1g3K ψ(K)

K
1
2
+s2−s4

∣∣∣∣∣

×
{

1 +
∏

α∈A

|L(1
2

+ s1 + α, ψ)|
∏

β∈B

|L(1
2

+ s2 + β, ψ)|
}
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× |V(s1, s2, s3, s4)| |ds4 ds3 ds2 ds1|.
From this and (10.5), we arrive at

∑

h,k≤Qϑ

λhλk√
hk

U r(h, k) ≪
∑

1≤c≤C

∑

A,E,L
AL≪XCQϑ−1

AEL≪Y

∑

A<a≤2A

∑

E<e≤2E

(CXQY )ε

AE2L2

×
∑

1≤g1,g2,g3,g4≪max{Qϑ,X}

g1g4≤Qϑ, g1g3≤Qϑ, g2≪X
(g3,g4)=(ec,g1g2g3g4)=1

a|g1g2g3g4

1

g1g
1+ε
2 g1+ε3 g1+ε4

∑

d≤Qϑ

(d,g3g4cae)=1

1

d1+ε

× Σc,a,e,d,g1,g2,g3,g4 + (XCQY )ε
X2CQ2ϑ

Y
,

(10.19)

where Σc,a,e,d,g1,g2,g3,g4 is defined by

Σc,a,e,d,g1,g2,g3,g4 :=
∑

L<ℓ≤2L
(d,ℓ)=1

∑

ψ mod aeℓ
ψ 6=ψ0

∫

(2ǫ)

∫

(2ǫ)

∫

(ǫ)

∫

(ǫ)

∣∣∣∣∣
∑

H≤Qϑ/(dg1g4)
(H,g3caeℓ)=1

λdg1g4H ψ(H)

H
1
2
+s1−s3

∣∣∣∣∣

∣∣∣∣∣
∑

K≤Qϑ/(dg1g3)
(K,g4caeℓ)=1

λdg1g3K ψ(K)

K
1
2
+s2−s4

∣∣∣∣∣

{
1 +

∏

α∈A

|L(1
2

+ s1 + α, ψ)|
∏

β∈B

|L(1
2

+ s2 + β, ψ)|
}

× |V(s1, s2, s3, s4)| |ds4 ds3 ds2 ds1|.
We interchange the order of integration and then make the change of variables s5 = s1 − s3
and s6 = s2 − s4 to write

Σc,a,e,d,g1,g2,g3,g4 =
∑

L<ℓ≤2L
(d,ℓ)=1

∑

ψ mod aeℓ
ψ 6=ψ0

∫

(ǫ)

∫

(ǫ)

∫

(ǫ)

∫

(ǫ)

|V(s3 + s5, s4 + s6, s3, s4)|

×
∣∣∣∣∣

∑

H≤Qϑ/(dg1g4)
(H,g3caeℓ)=1

λdg1g4H ψ(H)

H
1
2
+s5

∣∣∣∣∣

∣∣∣∣∣
∑

K≤Qϑ/(dg1g3)
(K,g4caeℓ)=1

λdg1g3K ψ(K)

K
1
2
+s6

∣∣∣∣∣

×
{

1 +
∏

α∈A

|L(1
2

+ s3 + s5 + α, ψ)|
∏

β∈B

|L(1
2

+ s4 + s6 + β, ψ)|
}

× |ds6 ds5 ds4 ds3|.

(10.20)

Now GLH and the Phragmén-Lindelöf principle together imply that if ε > 0 then

L(s, ψ) ≪ε (q(1 + |t|))ε

for all s = σ + it with 1
2
≤ σ ≤ 1 and real t and all non-principal Dirichlet characters ψ

modulo q, where the implied constant depends only on ε. It follows from this and (10.20)
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that

Σc,a,e,d,g1,g2,g3,g4 ≪
∑

L<ℓ≤2L
(d,ℓ)=1

(aeℓ)ε
∑

ψ mod aeℓ
ψ 6=ψ0

∫

(ǫ)

∫

(ǫ)

∫

(ǫ)

∫

(ǫ)

|V(s3 + s5, s4 + s6, s3, s4)|

× |s3s4s5s6|ε
∣∣∣∣∣

∑

H≤Qϑ/(dg1g4)
(H,g3caeℓ)=1

λdg1g4H ψ(H)

H
1
2
+s5

∣∣∣∣∣

∣∣∣∣∣
∑

K≤Qϑ/(dg1g3)
(K,g4caeℓ)=1

λdg1g3K ψ(K)

K
1
2
+s6

∣∣∣∣∣

× |ds6 ds5 ds4 ds3|.

(10.21)

Our next task is to apply the bound (10.11) for V . We will facilitate later estimations
by choosing particular values of j1, j2, j3, j4 in (10.11) for specific ranges of s5 and s6. To
this end, we split the range of integration of the s5- and s6-integrals in (10.21) into dyadic
segments to write

Σc,a,e,d,g1,g2,g3,g4

≪
∑

L<ℓ≤2L
(d,ℓ)=1

(aeℓ)ε
∑

ψ mod aeℓ
ψ 6=ψ0

∑

S5

∑

S6

∫

S5≤|s5|≤2S5

Re(s5)=ǫ

∫

S6≤|s6|≤2S6

Re(s6)=ǫ

×
∫

(ǫ)

∫

(ǫ)

|s3s4s5s6|ε|V(s3 + s5, s4 + s6, s3, s4)|

×
∣∣∣∣∣

∑

H≤Qϑ/(dg1g4)
(H,g3caeℓ)=1

λdg1g4H ψ(H)

H
1
2
+s5

∣∣∣∣∣

∣∣∣∣∣
∑

K≤Qϑ/(dg1g3)
(K,g4caeℓ)=1

λdg1g3K ψ(K)

K
1
2
+s6

∣∣∣∣∣ |ds4 ds3 ds6 ds5|,

(10.22)

where each of S5 and S6 runs through the set {0} ∪ {2ν : ν ∈ Z, ν ≥ 0}. Here, we make
an abuse of notation and interpret the condition S5 ≤ |s5| ≤ 2S5 to mean ǫ ≤ |s5| ≤ 1
when S5 = 0, and similarly for S6. We now apply (10.11). We choose j3 = j4 = 2 in every
situation, while we choose j1 and j2 depending on S5 and S6, as specified in the following
table.

conditions on choices of
S5 S6 j1 j2

S5 = 0 S6 = 0 1 0

S5 = 0 0 < S6 ≤ 1 +
XcQϑ−1

L
0 1

S5 = 0 S6 > 1 +
XcQϑ−1

L
0 3

0 < S5 ≤ 1 +
XcQϑ−1

L
S6 = 0 1 0

(table continued on next page)
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(table continued from previous page)
conditions on choices of

S5 S6 j1 j2

S5 > 1 +
XcQϑ−1

L
S6 = 0 3 0

0 < S5 < S6 0 < S6 ≤ 1 +
XcQϑ−1

L
0 1

0 < S5 < S6 S6 > 1 +
XcQϑ−1

L
0 3

0 < S5 ≤ 1 +
XcQϑ−1

L
0 < S6 ≤ S5 1 0

S5 > 1 +
XcQϑ−1

L
0 < S6 ≤ S5 3 0

Table 1. Our choices of the values of j1 and j2 depend on the ranges of the
variables of integration s5 and s6.

We arrive at

Σc,a,e,d,g1,g2,g3,g4 ≪ (XQ)ε
(
LQ

c

)∑

S5>0

∑

S6>0

1

Sj1−ε5 Sj2−ε6

(
1 +

XcQϑ−1

L

)j1+j2−1 ∑

L<ℓ≤2L
(d,ℓ)=1

(aeℓ)ε

×
∑

ψ mod aeℓ
ψ 6=ψ0

∫ ǫ+i2S5

ǫ−i2S5

∫ ǫ+i2S6

ǫ−i2S6

∣∣∣∣∣
∑

H≤Qϑ/(dg1g4)
(H,g3caeℓ)=1

λdg1g4H ψ(H)

H
1
2
+s5

∣∣∣∣∣

∣∣∣∣∣
∑

K≤Qϑ/(dg1g3)
(K,g4caeℓ)=1

λdg1g3K ψ(K)

K
1
2
+s6

∣∣∣∣∣ |ds6 ds5|,

(10.23)

where the values of j1 and j2 depend on S5 and S6 as described in Table 1. Note that,
for conciseness, we have bounded the term with S5 = S6 = 0 in (10.22) by the term with
S5 = S6 = 1 in (10.23). We may do this because both terms have the same value of j1 + j2
by Table 1. Similarly, we have bounded the sum of the terms with S5 = 0 and S6 > 0 in
(10.22) by the sum of the terms with S5 = 1 and S6 > 0 in (10.23), and we have bounded
the sum of the terms with S5 > 0 and S6 = 0 in (10.22) by the sum of the terms with S5 > 0
and S6 = 1 in (10.23).

In order to be able to apply the large sieve inequality, we use the Cauchy-Schwarz inequality
to deduce from (10.23) that

Σc,a,e,d,g1,g2,g3,g4 ≪(XQ)ε
(
LQ

c

)∑

S5>0

∑

S6>0

(aeLS5S6)
ε

Sj15 S
j2
6

(
1 +

XcQϑ−1

L

)j1+j2−1

×
(

∑

L<ℓ≤2L
(d,ℓ)=1

∑

ψ mod aeℓ
ψ 6=ψ0

{∫ ε+i2S5

ε−i2S5

∣∣∣∣∣
∑

H≤Qϑ/(dg1g4)
(H,g3caeℓ)=1

λdg1g4H ψ(H)

H
1
2
+s5

∣∣∣∣∣ |ds5|
}2)1/2
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×
(

∑

L<ℓ≤2L
(d,ℓ)=1

∑

ψ mod aeℓ
ψ 6=ψ0

{∫ ε+i2S6

ε−i2S6

∣∣∣∣∣
∑

K≤Qϑ/(dg1g3)
(K,g4caeℓ)=1

λdg1g3K ψ(K)

K
1
2
+s6

∣∣∣∣∣ |ds6|
}2)1/2

.(10.24)

We now apply the hybrid large sieve inequality in the form of the following lemma.

Lemma 10.2. Let R, T,N, σ be real numbers with T ≥ 3, R,N ≥ 1, and σ ≥ 1/2, and let
j be a positive integer. If {an} is any sequence of complex numbers, then

∑

q≤R

∑

χ mod qj
χ 6=χ0

(∫ T

−T

∣∣∣∣∣
∑

n≤N

anχ(n)

nσ+it

∣∣∣∣∣ dt
)2

≪ε (jRNT )ε(RNT + jR2T 2)
∑

n≤N

|an|2
n2σ

,

where the χ-sum is over all non-principal Dirichlet characters χ mod qj.

Proof. The proof of the lemma is contained within the proof of Proposition 1 of [CIS19]. For
full details, see Appendix A. �

From Lemma 10.2 with R = 2L, T = 2S5, N = Qϑ/dg1g4, σ = 1
2

+ ε, and j = ae, we
deduce that

∑

L<ℓ≤2L
(d,ℓ)=1

∑

ψ mod aeℓ
ψ 6=ψ0

{∫ ε+i2S5

ε−i2S5

∣∣∣∣∣
∑

H≤Qϑ/(dg1g4)
(H,g3caeℓ)=1

λdg1g4H ψ(H)

H
1
2
+s5

∣∣∣∣∣ |ds5|
}2

≪ (aeLQS5)
ε

(
QϑLS5

dg1g4
+ aeL2S2

5

) ∑

H≤Qϑ/(dg1g4)
(H,g3caeℓ)=1

|λdg1g4H |2
H1+ε

≪ (dg1g4aeLQS5)
ε(QϑLS5 + aeL2S2

5),

(10.25)

where the last line follows from the assumption λh ≪ε h
ε. Note that, in using Lemma 10.2

here, we may assume without loss of generality that 2S5 ≥ 3 since if not, then we may extend
the interval of integration because the integrand is nonnegative. Similarly, Lemma 10.2
implies

∑

L<ℓ≤2L
(d,ℓ)=1

∑

ψ mod aeℓ
ψ 6=ψ0

{∫ ε+i2S6

ε−i2S6

∣∣∣∣∣
∑

K≤Qϑ/(dg1g3)
(K,g4caeℓ)=1

λdg1g3K ψ(K)

K
1
2
+s6

∣∣∣∣∣ |ds6|
}2

≪ (dg1g3aeLQS6)
ε(QϑLS6 + aeL2S2

6).

From this, (10.25), and (10.24), we arrive at

Σc,a,e,d,g1,g2,g3,g4 ≪(XQLaedg1g3g4)
ε

(
LQ

c

)∑

S5>0

∑

S6>0

1

Sj1−ε5 Sj2−ε6

(
1 +

XcQϑ−1

L

)j1+j2−1

×
(
QϑLS5 + aeL2S2

5

)1/2(
QϑLS6 + aeL2S2

6

)1/2
.

(10.26)

By our choices of the values of j1 and j2 described in Table 1, if M,N ∈ {2ν : ν ∈ Z, ν ≥ 0}
are given, then the term on the right-hand side of (10.26) that corresponds to the pair
(S5, S6) = (M,N) is equal to the term that corresponds to the pair (S5, S6) = (N,M).
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Thus, the part of the right-hand side of (10.26) that has S6 ≤ S5 is a bound for the left-hand
side. In that part, we have j2 = 0 by Table 1. Hence

Σc,a,e,d,g1,g2,g3,g4 ≪ (XQLaedg1g3g4)
ε

(
LQ

c

)∑

S5>0

∑

S6>0
S6≤S5

Sε6
Sj1−ε5

(
1 +

XcQϑ−1

L

)j1−1

×
(
QϑLS5 + aeL2S2

5

)
.

(10.27)

Recall that, as stated below (10.22), the variables S5 and S6 in (10.27) each run through the
set {2ν : ν ∈ Z, ν ≥ 0}. Moreover, as described in Table 1, we have j1 = 1 for the terms in
(10.27) that have S5 ≤ 1 + XcQϑ−1/L and j1 = 3 for the terms with S5 > 1 + XcQϑ−1/L.
We may thus evaluate the S5- and S6-sums in (10.27) by writing

(10.28)
∑

0<S6≤S5

Sε6 ≪ Sε5

for each S5,

(10.29)
∑

0<S5≤1+XcQϑ−1/L

QϑLS5 + aeL2S2
5

S1−ε
5

≪ (XcQ)ε
(
QϑL+ aeL2

(
1 +

XcQϑ−1

L

))
,

and
∑

S5>1+XcQϑ−1/L

QϑLS5 + aeL2S2
5

S3−ε
5

(
1 +

XcQϑ−1

L

)2

≪ (XcQ)ε
(
QϑL+ aeL2

(
1 +

XcQϑ−1

L

))
.

From this, (10.27), (10.28), and (10.29), we deduce that

Σc,a,e,d,g1,g2,g3,g4 ≪ (XQLcaedg1g3g4)
ε

(
LQ

c

)(
QϑL+ aeL2 + aeLXcQϑ−1

)
.

From this and (10.19), we arrive at

∑

h,k≤Qϑ

λhλk√
hk

U r(h, k) ≪
∑

1≤c≤C

∑

A,E,L
AL≪XCQϑ−1

AEL≪Y

∑

A<a≤2A

∑

E<e≤2E

(CXQY )ε

AE2L2

×
∑

1≤g1,g2,g3,g4≪max{Qϑ,X}

g1g4≤Qϑ, g1g3≤Qϑ, g2≪X
(g3,g4)=(ec,g1g2g3g4)=1

a|g1g2g3g4

1

(g1g2g3g4)1−ε

∑

d≤Qϑ

(d,g3g4cae)=1

1

d1−ε

×
(
LQ

c

)(
QϑL+ AEL2 + AELXCQϑ−1

)
+ (XCQY )ε

X2CQ2ϑ

Y
.(10.30)

Our final task for this section is to evaluate the right-hand side of (10.30). Observe that

(10.31)
∑

d≤Qϑ

(d,g3g4cae)=1

1

d1−ε
· d≪ Qε.
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To evaluate the g1, g2, g3, g4-sum in (10.30), we group together terms with the same product
g1g2g3g4 and use the divisor bound to write

∑

1≤g1,g2,g3,g4≪max{Qϑ,X}

g1g4≤Qϑ, g1g3≤Qϑ, g2≪X
(g3,g4)=(ec,g1g2g3g4)=1

a|g1g2g3g4

1

(g1g2g3g4)1−ε
≪

∑

ν≪XQ2ϑ

a|ν

1

ν1−ε

≪ (XQa)ε

a
≪ (XQA)ε

A
.

From this, (10.31), and (10.30), we deduce that

∑

h,k≤Qϑ

λhλk√
hk

U r(h, k) ≪ Q
∑

1≤c≤C

1

c

∑

A,E,L
AL≪XCQϑ−1

AEL≪Y

(CXQY )ε

AEL

×
(
QϑL+ AEL2 + AELXCQϑ−1

)
+ (XCQY )ε

X2CQ2ϑ

Y
.

The condition AL ≪ XCQϑ−1 implies that AEL2 ≪ AELXCQϑ−1 because A ≫ 1. More-
over, we have

∑
c≤C(1/c) ≪ Cε. Hence

∑

h,k≤Qϑ

λhλk√
hk

U r(h, k) ≪ (CXQY )εQ
∑

A,E,L
AL≪XCQϑ−1

AEL≪Y

1

AEL

(
LQϑ + AELXCQϑ−1

)

+ (XCQY )ε
X2CQ2ϑ

Y
.(10.32)

Recall that, as stated below (10.5), each of the summation variables A,E, L in (10.32) runs
through the set {2ν : ν ∈ Z, ν ≥ −1}. We may thus evaluate the A,E, L-sum in (10.32) by
writing

∑

A,E,L
AL≪XCQϑ−1

AEL≪Y

Qϑ

AE
≤

∑

A,E,L
AEL≪Y

4Qϑ ≪ Y εQϑ

and ∑

A,E,L
AL≪XCQϑ−1

AEL≪Y

XCQϑ−1 ≤ XCQϑ−1
∑

A,E,L
AEL≪Y

1 ≪ Y εXCQϑ−1.

We conclude that

(10.33)
∑

h,k≤Qϑ

λhλk√
hk

U r(h, k) ≪ε (XCQY )εQ(Qϑ +XCQϑ−1) + (XCQY )ε
X2CQ2ϑ

Y
.

11. Finishing the proof of Theorem 2.2

We put together our estimates and deduce from (4.7), (5.2), (6.2.3), (7.1), (8.3.7), and
(9.3.29) that

(11.1) S(h, k) = I0(h, k) + I1(h, k) + E(h, k),
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where

E(h, k) = Lr(h, k) + U r(h, k) +O

((
Q+

Q2

C

)
(XCQhk)ε(h, k)√

hk

)

+O
(

(XCQhk)ε
(
XC +X− 1

2Q
5
2 +Q

3
2 +X2hkQ−96

))
.

(11.2)

For any ϑ > 0, we have

∑

h,k≤Qϑ

(hk)ε(h, k)

hk
=
∑

h,k≤Qϑ

(hk)ε

hk

∑

d|h
d|k

φ(d) =
∑

d≤Qϑ

φ(d)

d2−ε

(
∑

j≤Qϑ/d

1

j1−ε

)2

≪ Qε,

∑

h,k≤Qϑ

(hk)ε√
hk

≪ Qϑ+ε,

and ∑

h,k≤Qϑ

(hk)εhk√
hk

≪ Q3ϑ+ε.

From these bounds, (7.1.2), (10.33), and (11.2), we deduce that if ϑ > 0 and {λh}∞h=1 is any
sequence of complex numbers such that λh ≪ε h

ε for all positive integers h, then

∑

h,k≤Qϑ

λhλk√
hk

E(h, k) ≪ (XCQ)ε
(
Q1+ϑ +

Q2

C

)
+ (XCQY )ε(Q1+ϑ +XCQϑ)

+(XCQY )ε
X2CQ2ϑ

Y
+ (XCQ)ε

(
XCQϑ +X− 1

2Q
5
2
+ϑ +Q

3
2
+ϑ +X2Q−96+3ϑ

)
.

(11.3)

Recall our assumption that X = Qη with 1 < η < 2. We optimize the upper bound (11.3)
by choosing

C = Q1−ϑ
2
− η

2 ,

which implies Q2/C = XCQϑ = Q1+ϑ
2
+ η

2 . We impose the condition

ϑ < 2 − η

so that C ≫ Qε. Note that ϑ < 2 − η implies ϑ < η since η > 1. We also choose Y to be a
large power of Q, say Y = Q99. With these choices for C and Y and the condition ϑ < 2−η,
we deduce from (11.3) that

(11.4)
∑

h,k≤Qϑ

λhλk√
hk

E(h, k) ≪ Q1+ϑ
2
+ η

2
+ε +Q

5
2
− η

2
+ϑ+ε.

We have thus proved that the conclusion of Theorem 2.2 holds under the additional as-
sumption (3.5). To complete the proof of Theorem 2.2, it is left to show that (11.4) holds
for any multisets A and B of complex numbers with moduli ≤ C1/ logQ, where C1 is an
arbitrary fixed positive constant. We do this by showing for each ℓ = 0, 1 that Iℓ(h, k) is
holomorphic in each of the variables α ∈ A and β ∈ B in the region where |α|, |β| ≤ C1/ logQ
for all α ∈ A and β ∈ B (or, more precisely, that the only singularities of Iℓ(h, k) in this
region are removable singularities). The holomorphy of I0(h, k) is immediate from (4.3) with
ℓ = 0: if ℓ = 0 then the integrand on the right-hand side of (4.3) is holomorphic in each of
the variables α ∈ A and β ∈ B so long as α, β ≪ ε for each α ∈ A and β ∈ B. To prove the
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holomorphy of I1(h, k), define IE,F (n) for finite multisets E,F of complex numbers by the
Dirichlet series expression ∏

ξ∈E ζ(ξ + s)∏
ρ∈F ζ(ρ+ s)

=
∞∑

n=1

IE,F (n)

ns
.

This definition implies that if α ∈ A and Re(s) is sufficiently large, then

∞∑

n=1

IA∪{−β},{α}(n)

ns
= ζ(−β + s)

∏

α̂ 6=α

ζ(α̂ + s).

From this and the uniqueness of Dirichlet coefficients, we deduce that if α ∈ A, then

(11.5) IA∪{−β},{α}(n) = τAr{α}∪{−β}(n)

for every positive integer n. Similarly, if β ∈ B, then

(11.6) IB∪{−α},{β}(n) = τBr{β}∪{−α}(n)

for every positive integer n. Now we claim that if A and B have no repeated elements and
the elements of A ∪ B are distinct from each other and are ≪ 1/ logQ, then

I1(h, k) =
∞∑

q=1
(q,hk)=1

W

(
q

Q

) ∑♭

χ mod q

1

(2πi)4

∫

(ǫ)

∫

(ǫ)

∮

|z|=ǫ/4

∮

|y|=ǫ/4

Xs1+s2Ṽ (s1)Ṽ (s2)

× X (1
2
− z + s1)X (1

2
− y + s2)q

z−s1+y−s2

×

∏
α∈A
β∈B

ζ(1 + α + β + s1 + s2)
∏

α∈A ζ(1 + α + z)
∏

β∈B ζ(1 + β + y)
∏

α∈A ζ(1 + α + s1 − y + s2)
∏

β∈B ζ(1 − z + s1 + β + s2)

× ζ(1 + y + z − s1 − s2)ζ(1 − y − z + s1 + s2)
∏

p|q

P0

×
∏

p|hk

{
P0

∑

0≤m,n<∞
m+ordp(h)=n+ordp(k)

IAs1∪{y−s2},{−z+s1}
(pm)IBs2∪{z−s1},{−y+s2}

(pn)

pm/2pn/2

}

×
∏

p∤qhk

{
P0

∞∑

m=0

IAs1∪{y−s2},{−z+s1}
(pm)IBs2∪{z−s1},{−y+s2}

(pm)

pm

}

× dy dz ds2 ds1,

(11.7)

where P0 is defined by

P0 = P0(z, y, s1, s2;A,B) :=

(
1 − 1

p

)−2(
1 − 1

p1+y+z−s1−s2

)(
1 − 1

p1−y−z+s1+s2

)

×
∏

α∈A
β∈B

(
1 − 1

p1+α+β+s1+s2

)∏

α∈A

(
1 − 1

p1+α+z

)∏

β∈B

(
1 − 1

p1+β+y

)

×
∏

α∈A

(
1 − 1

p1+α+s1−y+s2

)−1 ∏

β∈B

(
1 − 1

p1−z+s1+β+s2

)−1

.
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To see this, we use the residue theorem to evaluate the z- and y-integrals. The Euler product
on the right-hand side of (11.7) converges absolutely by an argument similar to the proof of
Lemma 9.3. Thus the poles of the integrand that are enclosed by the circles |z| = ǫ/4 and
|y| = ǫ/4 are precisely the poles of the factors

∏

α∈A

ζ(1 + α + z)
∏

β∈B

ζ(1 + β + y).

After evaluating the z- and y-integrals using the residue theorem, we may simplify each
residue by using (11.5) and (11.6) to see that the right-hand side of (11.7) is equal to the
right-hand side of (4.3) with ℓ = 1. This proves our claim that (11.7) holds if A and B
have no repeated elements and the elements of A ∪ B are distinct from each other. Now
the right-hand side of (11.7) is holomorphic in each of the variables α ∈ A and β ∈ B in
any region with α, β ≪ 1/ logQ for each α ∈ A and β ∈ B because the Euler product in
its integrand converges absolutely. Hence, by analytic continuation, it follows that I1(h, k)
is holomorphic in each of the variables α ∈ A and β ∈ B in the region. As a side note, we
remark that this argument can be generalized to show the holomorphy of Iℓ(h, k) for each ℓ
with 0 ≤ ℓ ≤ min{|A|, |B|}.

We have now shown that I0(h, k) and I1(h, k) are each holomorphic in each of the variables
α ∈ A and β ∈ B in any given region such that α, β ≪ 1/ logQ for each α ∈ A and β ∈ B.
Now S(h, k) is holomorphic in the same region since its definition (2.1) has only finitely
many nonzero terms by the assumption that W and V are compactly supported. It follows
from these and (11.1) that E(h, k) is also holomorphic in the same region. Thus, since (11.3)
holds for A,B satisfying the condition (3.5), the maximum modulus principle implies that
(11.3) also holds for finite multisets A,B satisfying |α|, |β| ≤ C0/ logQ for all α ∈ A and
β ∈ B, where C0 is the arbitrary positive constant in (3.5). This completes the proof of
Theorem 2.2.

Appendix A. Proof of Lemma 10.2

In this section, we give the details of the proof of Lemma 10.2, which is an analogue of
Proposition 1 of [CIS19] and likewise a consequence of the hybrid large sieve in the form of
Theorem 9.12 of [IK04].

Proof of Lemma 10.2. To apply Theorem 9.12 of [IK04], we need to express each χ mod qj
in terms of a product of two characters, one with modulus q̃ and the other with modulus ̃,
where q̃ and ̃ are factors of qj such that (q̃, ̃) = 1. To this end, recall that each Dirichlet
character χ mod qj is induced by a unique primitive Dirichlet character modulo some divisor
of qj. We may write this divisor uniquely as q̃̃, where (q̃, j) = 1 and ̃ is composed only of
primes that divide j. Note that if χ is non-principal, then q̃̃ > 1. Since q̃̃ is a divisor of qj,
it holds that qj = Dq̃̃ for some positive integer D, and dividing both sides by (j, ̃) implies

q
j

(j, ̃)
= Dq̃

̃

(j, ̃)
.

It follows that j/(j, ̃) divides D because j/(j, ̃) is relatively prime to both q̃ and ̃/(j, ̃).
Thus we may write D = dj/(j, ̃) for some positive integer d. Hence q = dq̃̃/(j, ̃). We have
thus shown that for each non-principal χ mod qj, there is a unique quadruple (̃, d, q̃, χ̃) such
that ̃ is a positive integer composed only of the primes dividing j, q̃ is a positive integer with
(q̃, j) = 1 and q̃̃ > 1, d is a positive integer such that q = dq̃̃/(j, ̃), and χ̃ is a primitive
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character modulo q̃̃ such that χ = χ̃χ0, where χ0 is the principal character modulo qj.
Therefore we have

∑

q≤R

∑

χ mod qj
χ 6=χ0

(∫ T

−T

∣∣∣∣∣
∑

n≤N

anχ(n)

nσ+it

∣∣∣∣∣ dt
)2

≤
∑

q≤R

∑

1≤̃<∞
p|̃⇒p|j

∑

1≤d,q̃<∞
(q̃,j)=1

q̃j̃>1
q=dq̃̃/(j,̃)

∑∗

χ̃ mod q̃̃

(∫ T

−T

∣∣∣∣∣
∑

n≤N

anχ̃(n)χ0(n)

nσ+it

∣∣∣∣∣ dt
)2

because the summand is nonnegative, where the * notation indicates that the sum is over
primitive characters. We substitute q = dq̃̃/(j, ̃) to write

∑

q≤R

∑

χ mod qj
χ 6=χ0

(∫ T

−T

∣∣∣∣∣
∑

n≤N

anχ(n)

nσ+it

∣∣∣∣∣ dt
)2

≤
∑

1≤̃<∞
p|̃⇒p|j

∑

d≤R
(j,̃)
̃

∑

q̃≤R
(j,̃)
d̃

(q̃,j)=1
q̃̃>1

∑∗

χ̃ mod q̃̃

(∫ T

−T

∣∣∣∣∣
∑

n≤N

anχ̃(n)χ0(n)

nσ+it

∣∣∣∣∣ dt
)2

,

where χ0 denotes the principal character modulo qj = dq̃j̃/(j, ̃). Now we may replace
the function χ0 on the right-hand side with the characteristic function of the condition
(n, dj) = 1. Indeed, if (n, dj) > 1, then n and dq̃j̃/(j, ̃) are not relatively prime, and so
χ0(n) = 0. If (n, dj) = 1 and (n, q̃) > 1, then χ̃(n)χ0(n) = χ̃(n) because both quantities
are zero. If (n, dj) = 1 and (n, q̃) = 1, then n and dq̃j̃/(j, ̃) are relatively prime, and so
χ0(n) = 1. Hence

∑

q≤R

∑

χ mod qj
χ 6=χ0

(∫ T

−T

∣∣∣∣∣
∑

n≤N

anχ(n)

nσ+it

∣∣∣∣∣ dt
)2

≤
∑

1≤̃<∞
p|̃⇒p|j

∑

d≤R
(j,̃)
̃

∑

q̃≤R
(j,̃)
d̃

(q̃,j)=1
q̃̃>1

∑∗

χ̃ mod q̃̃

(∫ T

−T

∣∣∣∣∣
∑

n≤N
(n,dj)=1

anχ̃(n)

nσ+it

∣∣∣∣∣ dt
)2

.

To bound the q̃, χ̃-sum, we apply the Cauchy-Schwarz inequality and then Theorem 9.12 of
[IK04]. (There, take k = ̃, Q = R(j, ̃)/(d̃), T = T , N = N , an = an/n

σ if (n, dj) = 1,
and an = 0 if (n, dj) > 1. Note that we may apply the theorem because if χ̃ is a primitive
Dirichlet character modulo q̃̃, then χ̃ equals the product of a primitive Dirichlet character
modulo q̃ and a primitive Dirichlet character modulo ̃ since (q̃, ̃) = 1.) This gives

∑

q̃≤R(j,̃)/(d̃)
(q̃,j)=1
q̃̃>1

∑∗

χ̃ mod q̃̃

(∫ T

−T

∣∣∣∣∣
∑

n≤N
(n,dj)=1

anχ̃(n)

nσ+it

∣∣∣∣∣ dt
)2
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≤ 2T
∑

q̃≤R(j,̃)/(d̃)
(q̃,j)=1
q̃̃>1

∑∗

χ̃ mod q̃̃

∫ T

−T

∣∣∣∣∣
∑

n≤N
(n,dj)=1

anχ̃(n)

nσ+it

∣∣∣∣∣

2

dt

≪ T (log(jRTN))3
(
N +

(j, ̃)2R2T

d2̃

) ∑

n≤N
(n,dj)=1

|an|2
n2σ

,

where the implied constant is absolute. Therefore

∑

q≤R

∑

χ mod qj
χ 6=χ0

(∫ T

−T

∣∣∣∣∣
∑

n≤N

anχ(n)

nσ+it

∣∣∣∣∣ dt
)2

≪
∑

1≤̃<∞
p|̃⇒p|j

∑

d≤R(j,̃)/̃

T (log(jRTN))3
(
N +

(j, ̃)2R2T

d2̃

) ∑

n≤N
(n,dj)=1

|an|2
n2σ

.

We may ignore the condition (n, dj) = 1 and then evaluate the d-sum to deduce that

∑

q≤R

∑

χ mod qj
χ 6=χ0

(∫ T

−T

∣∣∣∣∣
∑

n≤N

anχ(n)

nσ+it

∣∣∣∣∣ dt
)2

≪ T (log(jRTN))3
∑

1≤̃<∞
p|̃⇒p|j

(
(j, ̃)RN

̃
+

(j, ̃)2R2T

̃

)∑

n≤N

|an|2
n2σ

.

Now let j =
∏

p|j p
jp be the prime factorization of j. Multiplicativity implies

∑

1≤̃<∞
p|̃⇒p|j

(j, ̃)

̃
=
∏

p|j

∞∑

ν=0

pmin{jp,ν}

pν
=
∏

p|j

(
jp +

1

1 − 1
p

)
≪ jε

and
∑

1≤̃<∞
p|̃⇒p|j

(j, ̃)2

̃
≤ j

∑

1≤̃<∞
p|̃⇒p|j

(j, ̃)

̃
≪ j1+ε.

Hence

∑

q≤R

∑

χ mod qj
χ 6=χ0

(∫ T

−T

∣∣∣∣∣
∑

n≤N

anχ(n)

nσ+it

∣∣∣∣∣ dt
)2

≪ (jRNT )ε(RNT + jR2T 2)
∑

n≤N

|an|2
n2σ

.

�
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