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Introduction to Payoff Tables
 

Q:
Is decision making ever easy?

 

A:
Yes, if there is only one alternative.  

 

D:
This is a situation known as Hobson’s Choice, which is story from the late 1600’s in England.  Hobson was an innkeeper, meaning he ran a bar, a hotel, and a car rental agency.  Of course, they didn’t have cars, so he rented horses.  The local farmers had plow horses, but plow horses are big, slow and rather uncomfortable to ride, so if a farmer needed to travel, he would rent a horse from a nearby inn.  

 


Let’s say Hobson had a stable of fifteen horses.  Of that herd, some (let’s say 5) were pretty good horses, while others (another 5) were OK and the rest (again 5) probably should have been put out of their misery.  Well, after running his business for a while, Hobson noticed something.  The farmers kept picking his best horses (if there were any available), then his OK horses, and the lousy horses got ridden only when none of the others were available.  In essence, he was running an old-age home for horses and that was not a good way to run a business.

 


So, Hobson put in a new rule.  When a farmer wanted to rent a horse, the farmer would come into the bar and the two of them would settle on a price.  Hobson then sent for the stable boy to bring a horse around to the front.  The farmer could either accept the horse given to him (remember he has already paid for it) or walk.  Pretty easy decision, isn’t it?  Every farmer, though, had the same chance of getting a good or bad horse.

 


You should realize that most decision situations are not like that.  Rather than only one alternative, most of the time you are faced with a set of choices (decision alternatives, denoted by di) and you must make a choice.

 

Q:
Is it ever easy to make a decision with more than one decision alternative?

 

A:
Yes, if you know what is going to happen in the future.

 

D:
Most of the time, we don’t know what is going to happen in the future, so we have to consider a number of possibilities.  For each possibility, we have to look at each alternative and decide how a particular future affects the value of that alternative.  You do this all the time.  For instance, if you were graduating and had two job offers, then you might compare the two offers in terms of how well they look based on possible changes to the economy.  The problem lies in that one alternative might be better for one future, but another alternative would be better for a different future, so there is no clear-cut winner.  

 


If, however, you knew what was going to happen in the future, then you would simply evaluate each alternative under that future and pick the best one.  You might have guessed that this doesn’t happen all that often (when it does, it is called “insider trading’ and is illegal), but it is nice if you can do it.

 


So, the fun begins when you have a lot of possible choices, and you are not sure what is going to happen next (though you might be able to guess).  Remember that we want to make good decisions, so 

 

Q:
How do you decide which alternative is best for you?

 

A:
Use a payoff table.

 

D:
Once you know the question you are trying to answer, the next step is to organize your data.  That’s all a payoff table really is, a tool for organizing what you know about each alternative.  Later on, we’ll cover how to use it to analyze the data.

 

Q:
How do you set up a payoff table?

 

A:
You list the possible choices down the left-hand side (one per row), and list the possible futures across the top (one per column).  Where a row and column intersect, put the outcome of that choice for that future.  This is shown in the following table:

 

	 
	S1
	S2
	S3
	S4

	d1
	-200
	450
	100
	75

	d2
	350
	75
	300
	-100

	d3
	100
	250
	-100
	350

	d4
	125
	50
	100
	75

	d5
	100
	-50
	50
	25


Table 1: Payoff Table

 

D:
Notice that we commonly use a “d” with a subscript to represent the decision alternatives.  For a problem where you have names for the decision alternatives (maybe project titles, or investment options, or whatever), you would replace the d’s with those names, to make the table easier to understand.  I am deliberately not using names because I don’t want you arguing with me about whether or not the payoffs make sense for whatever situation I might choose.  I want you learning how to set up and use a payoff table.

 


For the possible futures, for some reason I have used an “S” with a subscript rather than the “F” you might have expected.  This goes back to the original work on payoff tables and a peculiarity of academic writing.  The original work was a dissertation on game theory back in the 1920’s.  Now in academic writing, if you present your ideas in a very straightforward manner, so anyone can easily understand them, then the research will be rejected.  The reasoning seems to be that if the work is easy to understand, then it can’t be good research (that comment is made somewhat tongue-in-cheek, but not completely).  Conversely, if a paper is hard to understand, then it must be good research.  Therefore, if you want to have a better chance of having your research published, use as many confusing phrases as you can.  This explains the “S.”  The original author, rather than using the phrase "future" (which anyone could understand) made up the phrase “state-of-nature,” which really doesn’t mean anything, so it can mean whatever he wanted it to.  The first letter of “state-of-nature,” of course, is “S.”  You need to know this because if you ever use commercial software for payoff tables, it will use an “S” to denote each possible future, and you now know how to read it.

 

Q:
Where did the values come from?

 

A:
From wherever you can get them, accounting data, the finance department, marketing research, personal calculations, outside consultants, your boss, your subordinates, or anything else you can think of.  

 

D:
Fortunately for me, this isn’t a class about gathering data.  That means I get to simply present the data to you and warn you that collecting good data can be the hardest part of the whole process.  Then I get to drop that subject and keep moving with calculations and analysis.

 


Notice that the values (we’ll call them payoffs) can be positive or negative.  They can also represent profits or costs, and although negative costs would be a little unusual, they can happen, so it is difficult to look at someone else’s data and know what it represents.  If you collect it yourself, you should know what it is, but if you get from someone else it is best to ask to be sure.  In this case, we are looking at profit data, so we know that higher numbers are better than lower ones.

 

Q:
So, now that you have your data, what is your recommendation?  

 

A:
You probably don’t have one.

 

D:
Isn’t it kind of tough to keep track of all the numbers?  Likert says it is.  Have you ever wondered why we use odd-numbered scales when rating things (1 to 3, or 1 to 5, or 1 to 7)?  Likert found that humans do a much more accurate job in rating things when they have a “neutral” choice.  He also determined that if you give humans too many (or too few) choices, then their performance goes down.  He recommended a seven-point scale, because most people seemed to be able to handle about seven concepts.  Well, your table has a lot more than seven pieces of data in it, so your mind does something interesting – it ignores some of the numbers.  Unless you are exceptionally disciplined, when you make a decision by simply staring at all the numbers in the table, you end up missing some important relationships.  Since our goal is to use all the information we are given, this is not good decision making.

 

Q:
How can you sort through all the data you have in the payoff table?

 

A:
In small pieces.

 

D:
Think of a blueprint, the plans for constructing a building.  There are several “views” on different pages, a front view, a view for each side, one for the back and one for the top.  Any view, by itself, is not sufficient to put up the building, it lacks a lot of the information you need.  If even one view is missing, though, then you can’t finish, because you don’t know how one side is supposed to look.  What we are going to do is take five different views of the data, using five different rules.  No one rule is enough to allow you to reach a decision, but each rule tells you something important about each alternative.  It is only in combination that the rules can be correctly interpreted.  We can’t let the rules make the decision for us, rather, we let the rules teach us about the data so we can analyze the data and make a recommendation.

 

Q:
What’s the first decision rule?

 

A:
An optimistic one.

 

D:
If we are optimistic, we look at only the best outcome for each alternative (without worrying about which futures we are talking about).  This rule is also called Maximax, or Best of the Best, and I prefer the latter, because it tells you what to do.  For each alternative, simply pick the highest profit (of course, if we were working with costs it would be the lowest cost) in that row (see Table 2).  From among those best numbers, indicate the overall best ((), then the overall worst (().  Since I have five alternatives, I also chose to indicate the second place finish ((), which happens to be a tie.  By itself, this rule doesn’t tell us enough to make a decision, but it is a start.

 

	 
	S1
	S2
	S3
	S4
	B of B

	d1
	-200
	450
	100
	75
	( 450

	d2
	350
	75
	300
	-100
	( 350

	d3
	100
	250
	-100
	350
	( 350

	d4
	125
	50
	100
	75
	 125

	d5
	100
	-50
	50
	25
	( 100


Table 2: Payoff Table with the Best-of-the-Best Rule

 

Q:
What’s the second decision rule?

 

A:
A conservative one.

 

D:
When you are being conservative, you look at the worst that could happen.  This rule is called MaxiMin, but I prefer Best of the Worst.  This time you pick the lowest number from each row, and again I have marked the winner, loser and second place, as in Table 3, on the next page:
 

	 
	S1
	S2
	S3
	S4
	B of W

	d1
	-200
	450
	100
	75
	( -200

	d2
	350
	75
	300
	-100
	-100

	d3
	100
	250
	-100
	350
	-100

	d4
	125
	50
	100
	75
	(    50

	d5
	100
	-50
	50
	25
	(  -50


Table 3: Payoff Table with the Best-of-the Worst Rule

 


Now we have a problem, because one rule has recommended d1, while another has recommended d4.  

 

Q:
If each approach recommends a different alternative, then are we any better off than we were originally?  

 

A:
We are if we remember that we don’t intend to use the rules to make the decision for us; the rules are intended to tell us things about the alternatives, particularly when we look at combinations of the rules.

 

Q:
What do we learn by combining the Best-of-the-Best and Best-of-the-Worst rules?

 

A:
Range

 

D:
Table 4 shows both rules tacked on to the end of the payoff table.

 

	 
	S1
	S2
	S3
	S4
	B of B
	B of W

	d1
	-200
	450
	100
	75
	( 450
	( -200

	d2
	350
	75
	300
	-100
	( 350
	-100

	d3
	100
	250
	-100
	350
	( 350
	-100

	d4
	125
	50
	100
	75
	 125
	(    50

	d5
	100
	-50
	50
	25
	( 100
	(  -50


Table 4: Payoff Table with the BoB and BoW Rules

 


This way, you can see the highest and lowest value for each alternative, which is the range of data for each alternative.

 

Q:
How do you use the range?

 

A:
As a measure of dispersion (NOT VARIANCE), but be careful.  Most students tell me that a narrow range is better than a wide one because it has less variation, but it’s not that simple.  Consider the following two ranges for profit data:

 








High
Low







Range 1
1600
600







Range 2
  -20
-50


Would you say that the narrower range (Range 2) with a guaranteed loss is better than the wider range (Range 1) with a guaranteed high profit?  While it is generally true that wider ranges encompass more variation and that can be bad, keep in mind that a narrow range excludes not only the very worst scores but also the very best ones.  What really matter is WHERE the range is, not only how wide or narrow it is.

 

Q:
What’s the third decision rule?

 

A:
Since we have looked at an upper payoff (optimistic) and lower payoff (conservative), maybe we should look at an average.

 

D:
Going back to my earlier comments on academic writing, we use the phrase “equally likely” rather than “average,” although they mean precisely the same thing.  As I hope you know, to calculate an average (or equally-likely score) for a row, add up the values in the row and divide by the number of states-of-nature, in this example, four.  This gives you the values shown in Table 5:

 

	 
	S1
	S2
	S3
	S4
	E. L.

	d1
	-200
	450
	100
	75
	106.25

	d2
	350
	75
	300
	-100
	(   156.3

	d3
	100
	250
	-100
	350
	(      150

	d4
	125
	50
	100
	75
	87.5

	d5
	100
	-50
	50
	25
	(   31.25


Table 5: Payoff Table with the Equally Likely Rule

 


Looking at Table 5, you might at first think I indicated the wrong winner and loser, but that’s because I did a lousy job of presenting my data.  I was inconsistent in the number of decimal places I showed, so it is pretty easy for a reader to misread the table.  As an analyst, you have to think about that and always present the data in your tables as clearly as possible.  Table 6 does a better job and is much easier to read.

 

	 
	S1
	S2
	S3
	S4
	E. L.

	d1
	-200
	450
	100
	75
	106.25

	d2
	350
	75
	300
	-100
	( 156.30

	d3
	100
	250
	-100
	350
	( 150.00

	d4
	125
	50
	100
	75
	87.50

	d5
	100
	-50
	50
	25
	(   31.25


Table 6: Payoff Table with the Equally Likely Rule

 


Averages are nice because a single value describes the area where the data tends to cluster.  Another name for this is “central tendency” but you should keep in mind that central tendency doesn’t mean the center of the range.  It actually refers to the center of a mass function, which is why I prefer the phrase “where the data tends to cluster.”

 

Q:
What do you learn from the average?

 

A:
By itself, very little, but in combination with the first two rules, quite a bit.  Table 7 (top of the next page) shows the three rules together, along with another calculation, the midpoint of the data range for each alternative.

 

	 
	S1
	S2
	S3
	S4
	B of B
	B of W
	Midpoint
	E. L.

	d1
	-200
	450
	100
	75
	( 450
	( -200
	125.0
	106.25

	d2
	350
	75
	300
	-100
	( 350
	-100
	125.0
	( 156.30

	d3
	100
	250
	-100
	350
	( 350
	-100
	125.0
	( 150.00

	d4
	125
	50
	100
	75
	 125
	(    50
	87.5
	87.50

	d5
	100
	-50
	50
	25
	( 100
	(  -50
	25.0
	(   31.25


Table 7: Payoff Table with the Equally Likely Rule

 

D:
To calculate the midpoint, simply add the BoB and BoW scores (be careful with those negative numbers) and divide by 2.  The first three midpoints are the same by coincidence.  Now compare the Equally Likely score to the midpoint.  Since Equally Likely tells you where the data clusters, you find out whether the data is clustering above or below the midpoint of the data range, that is, whether the data is clustering near the upper part or lower part of the data range.  Since these are profits, you would prefer (I hope) to find your data clustering to the high end of the data range.  The reverse would be true with costs.  Little by little, we are learning about our alternatives.

 


A final point from Table 7: be careful how you think about rankings.  Look at Best-of-the-Best and Best-of-the-Worst.  The gap between first and second place, in both cases, is 100, which is pretty significant if you consider that your highest score is only 450 (think of the gap size as a percentage of the highest score to get a feel for relative significance).  For Equally Likely, though, the gap between first and second place is only 6 points, which isn’t significant at all.  So for Equally Likely, while d3 is second in a mathematical sense, in a practical sense you have an effective tie, and you should remember that later on, in the analysis.

 

Q:
What is the fourth decision rule?

 

A:
A weighted average.

 

D:
With the Equally Likely rule, we gave each state-of-nature the same chance of occurring (that’s where the name “Equally Likely” comes from).  That may not fit with the way you view the problem.  If you consider one possible future (state-of-nature) as more likely to occur than another, then that can be reflected in the weights (or probabilities) you assign to each state-of-nature.  In Table 8, I have made up some weights and used them to calculate the Expected Value rule (you knew we couldn’t call it something as simple as a weighted average) with first, second and last place indicated.

 

	 
	0.05
	0.50
	0.20
	0.25
	 

	 
	S1
	S2
	S3
	S4
	E. V.

	d1
	-200
	450
	100
	75
	( 253.80

	d2
	350
	75
	300
	-100
	90.00

	d3
	100
	250
	-100
	350
	( 197.50

	d4
	125
	50
	100
	75
	70.00

	d5
	100
	-50
	50
	25
	(   -3.75


Table 8: Payoff Table with the Expected Value Rule

 


To get the Expected Value score for each alternative, simply multiply the weights for each state-of-nature by the respective payoffs for that alternative and add them up.  For d1, that would be (0.05 * -200) + (0.50 * 450) + (0.20 * 100) + (0.25 * 75) = 253.80.  As with all the other rules, while the ranking tells us a little bit, we learn more by comparing the rules.  In this case, we will compare the two averages, Equally Likely and Expected Value, as shown in Table 9.

 

	 
	0.05
	0.50
	0.20
	0.25
	 
	 

	 
	S1
	S2
	S3
	S4
	E. L.
	E. V.

	d1
	-200
	450
	100
	75
	106.25
	( 253.80

	d2
	350
	75
	300
	-100
	( 156.30
	90.00

	d3
	100
	250
	-100
	350
	( 150.00
	( 197.50

	d4
	125
	50
	100
	75
	87.50
	70.00

	d5
	100
	-50
	50
	25
	(   31.25
	(   -3.75


Table 9: Payoff Table with the Equally Likely and Expected Value Rules

 

Q:
How do you use the Expected Value rule?

 

A:
Compare it to the Equally Likely rule.

 

D:
The Equally Likely score tells you, as noted above, where the data clusters within the data range, to the upper end or the lower end.  Expected Value doesn’t do that.  Expected Value tells you how the data clusters around the weights you assigned to the states-of-nature.  To learn this, compare the Expected Value score to the Equally Likely score.  If the EV is greater than the EL, then whatever good scores you have must have a higher probability of occurring (similarly, the low scores must have lower probabilities of occurring).  That is what happens with d1.  The EV of 253.80 is dramatically higher than the EL of 106.25, and when we check the data, we see that d1’s best payoff of 450 occurs in S2, the most likely future with a probability of occurring (weight) of 50%.  In the same way, d1’s worst payoff of -200 has only a 5% chance of occurring.  This drastically reduces the influence of the loss on the average, and increased the influence of the highest score, resulting in the best Expected Value score for the table.

 

Q:
Isn’t the Expected Value rule more important than the others?

 

A:
No.

 

D:
Think for a minute about all the data you’ve been given.  Every one of those numbers, payoffs and probabilities, represents a forecast, a guess about what is going to happen in the future.  As noted in the first lecture, the problem with the future is that we don’t know what is going to happen, so the one thing we know with absolute certainty about forecasts is that they are wrong.  There are, however, degrees of wrongness.  That means I can ask:

 

Q:
Which set of data do you expect to be “wronger,” the payoffs or the probabilities?

 

A:
When I ask this in class, most students say the payoffs, but I disagree.

 

D:
Whether the payoffs represent a profit or a cost, if you are any good at your job, then you should be able to come up with a reasonable estimate of profits and costs.  Think for a minute, though, about what the probabilities represent.  When we set up a list of possible futures, as we have done with the states-of-nature, we expect that only one future will actually occur.  Thus, the correct weights for the states-of-nature would one 1 and the rest 0’s.  The problem is, we don’t know where to put the “1.”  Notice that the set of weights we used [0.05, 0.50. 0.20, 0.25] don’t look anything like [1, 0, 0, 0] (note that I placed the 1 in the first position arbitrarily).  To me, that means that the weights are guaranteed to be dramatically different from reality, and therefore are “wronger” than the payoffs.
 Let me put it another way – 

 

Q:
Under what state-of-nature does d1 deliver a payoff of 253.80?  

 

A:
I don’t see that payoff anywhere.  In the same way, d1 never has a payoff of 106.25, the Equally Likely score.  

 

Q:
If these payoffs never occur, why would you put so much emphasis on them when analyzing the data?  

 

A:
You shouldn’t.

 

D:
Expected Value and Equally Likely are simply two more views of the data.  They are no more (but no less) important than the other views.  Remember that we are not going to use the views (rules) to make our decisions for us.  We use the rules to understand the data and make our decision based on the data.  Fortunately, we have only one more rule to cover.

 

Q:
What is the last decision rule?

 

A:
Another conservative one, because the business world is basically a conservative place.  This one is called MiniMax Regret.

 

D:
For once I like the technical name.  If you write out the name in full (Minimize Maximum Regret) and read it backwards (Regret Maximum Minimize) then you get a set of instructions for calculating the scores.  The calculations aren’t hard, but they harder than the other rules, so pay attention.  Reading the name backwards, the first thing we have to calculate is Regret.

 

Q:
How do you calculate Regret?

 

A:
You don’t.  You calculate relative regret, using the data in the payoff table.

 

D:
The first tricky part is that we change the way we work with the table.  Up until now, for each rule we have taken our numbers from the rows (the best of each alternative’s row, the worst, the average, the expected value).  For MiniMax Regret (MMR), we start off looking at the columns, the states-of-nature.  So, look at the S1 column, shown as Table 10:

 

	 
	S1

	d1
	-200

	d2
	350

	d3
	100

	d4
	125

	d5
	100


Table 10: State-of-Nature 1

 

Q:
What’s the best payoff for this state-of-nature?

 

A:
Decision alternative 2 (d2) has a payoff of 350.

 

D:
So, if you picked d2, and S1 occurred, you would be perfectly happy – you picked the best alternative.

 

Q:
What if you picked d1 and S1 occurred?

 

A:
Then you are probably kicking yourself.

 

D:
Since d1 has a payoff (under S1) of -200 (let’s say these are in millions of dollars, just to make it interesting), you just lost 200 million dollars when you could have gained 350 million.  I would guess that you would regret this decision.  The amount of your regret is the distance between the payoff you gained (-200) and the best payoff you could have gained (350), a distance of 350 – (-200) or 550.

 


A quick note about calculating regret – it is always a measure of distance, so it is always reported as a positive number.  Thus, if you were dealing with costs, the best number would be the lowest, and your regret calculation (as shown) gives you a negative regret.  Either reverse the order of the numbers in the calculation or take the absolute value of your calculation (either one will be just fine).

 


Repeat the calculation for each alternative for S1, finding the distance of each payoff from the best payoff in the first state-of-nature.  Table 11 shows the results.

 

	 
	S1

	d1
	550

	d2
	0

	d3
	250

	d4
	225

	d5
	250


Table 11: Regret Table for State-of-Nature 1

 


Now we get to work on the second column, State-of-Nature 2.  Again, find the best payoff for the state-of-nature (this time it is 450, for d1) and calculate the distance of each of the other payoffs from 450.  Adding the second column to Table 11, we get Table 12:

 

	
	S1
	S2

	d1
	550
	0

	d2
	0
	375

	d3
	250
	200

	d4
	225
	400

	d5
	250
	500


Table 12: Regret Table for States-of-Nature 1 & 2

 


Repeat this for each of the last two states-of-nature and you get the complete Regret table, shown in Table 13.

 

	 
	S1
	S2
	S3
	S4

	d1
	550
	0
	200
	275

	d2
	0
	375
	0
	450

	d3
	250
	200
	400
	0

	d4
	225
	400
	200
	275

	d5
	250
	500
	250
	325


Table 13: Regret Table

 


This completes the first step of the calculations for the MiniMax Regret rule.  The next step (continuing to read the name of the rule backwards) is to go back to looking at the rows of the table and pick the maximum regret for each alternative.  We use the maximum regret because we are setting up a conservative rule, so we look at the worst case, the most we would ever regret each alternative.  Put these maximum regrets in a column attached to the payoff table, as shown in Table 14.

 

	 
	S1
	S2
	S3
	S4
	M/M R

	d1
	-200
	450
	100
	75
	550

	d2
	350
	75
	300
	-100
	450

	d3
	100
	250
	-100
	350
	400

	d4
	125
	50
	100
	75
	400

	d5
	100
	-50
	50
	25
	500


Table 14: Payoff Table with the MiniMax Regret Rule

 


This completes the second step of the MiniMax Regret calculations, so we continue to read the name backwards and Minimize the maximum regrets.  This may sound odd, since we are working with profit data and we usually pick the highest number under a rule rather than the lowest (minimum) number, but things have changed.  Remember that the numbers in the M/M R column came from the Regret table.  That means that they no longer represent profits, they represent units of regret.  Unless you are masochistic (and if you are, don’t tell me), you don’t like regretting your decisions, so for the MiniMax Regret rule, the LOWEST number in the column is the winner and the highest number is the loser, as indicated in Table 15.

 

	 
	S1
	S2
	S3
	S4
	M/M R

	d1
	-200
	450
	100
	75
	( 550

	d2
	350
	75
	300
	-100
	( 450

	d3
	100
	250
	-100
	350
	( 400

	d4
	125
	50
	100
	75
	( 400

	d5
	100
	-50
	50
	25
	500


Table 15: Payoff Table with the MiniMax Regret Rule

 


This finishes up the calculations for the MiniMax Regret rule.

 

Q:
How do we use the MiniMax Regret rule?

 

A:
Compare it to the other conservative rule, Best of the Worst.

 

D:
We have a problem when comparing M/M R and BoW – they are measured in different units.  BoW is measuring payoffs while M/M R is measuring regret.  We cannot, therefore, directly compare the numbers but we can compare the rankings.  This is shown in Table 16.

 

	 
	S1
	S2
	S3
	S4
	B of W
	M/M R

	d1
	-200
	450
	100
	75
	( -200
	( 550

	d2
	350
	75
	300
	-100
	-100
	( 450

	d3
	100
	250
	-100
	350
	-100
	( 400

	d4
	125
	50
	100
	75
	(    50
	( 400

	d5
	100
	-50
	50
	25
	(  -50
	500


Table 16: Payoff Table with the Best of the Worst and MiniMax Regret Rules

 


Looking at d1, that alternative ranked last in both BoW and M/M R, meaning that we know, from a conservative point-of-view, there are problems with this alternative.  Conversely, d4 wins both conservative rules.  It’s nice when the rules are consistent like that, but it is more interesting when they disagree, as they do on d3, which ranks first in M/M R but comes in next-to-last on BoW.  It is important to remember that there are no contradictions in data analysis, but there are often things that are non-intuitive and need to be explained.  A seeming contradiction like this is something that you will need to explain when you write your analysis of this problem, so we will leave it until then.

 

Q:
Are we finished yet?

 

A:
Yes.

 

D:
We now have five different ways of looking at out data: optimistic, conservative, simple average, weighted average, and avoiding regret.  By putting them all together in Table 17, they may tell something.

 

	 
	0.05
	0.50
	0.20
	0.25
	 
	 
	 
	 
	 

	 
	S1
	S2
	S3
	S4
	B of B
	B of W
	E. L.
	E. V.
	M/M R

	d1
	-200
	450
	100
	75
	( 450
	( -200
	106.25
	( 253.80
	( 550

	d2
	350
	75
	300
	-100
	( 350
	-100
	( 156.30
	90.00
	( 450

	d3
	100
	250
	-100
	350
	( 350
	-100
	( 150.00
	( 197.50
	( 400

	d4
	125
	50
	100
	75
	125
	(    50
	87.50
	70.00
	( 400

	d5
	100
	-50
	50
	25
	( 100
	(  -50
	(  31.25
	(   -3.75
	500


Table 17: Payoff Table with All Rules

 


Having spent all this time learning the calculations, this may be the wrong time to tell you that your boss doesn’t need you to calculate these rules by hand.  Everything we have done can be run through a computer, and a lot faster and more accurately than you can do it.  My belief, though, is that you need to understand what the computer is doing if you want to be able to explain your results to someone else.  I think you will find that boss’s are relatively unimpressed by an explanation of, “Well, that’s what the computer said to do.”  Your boss might start to wonder why s/he needs you.  Where you earn your money is in analysis: the art of comparing and combining information to reach a better conclusion, but that’s a different lecture.  For now, you should jump to the payoff table homework problem and practice the calculations.  Later on, we will have a quiz on the calculations, so you might as well learn them.  Also, find the notes on setting up a spreadsheet to do the payoff table calculations for you.  You might want to start on that, because you will find it useful for the first case.

 

 

Back
Page 1 of 11
Page 11 of 11

