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Analyzing a Payoff Table

At long last, we get to the point of the class!  Not calculations, not setting up spreadsheets, not assumptions, but actually getting to make a decision.  Making a decision, though, is easy, just throw a dart at a dartboard, or flip a coin.  Actually, there are times when those are very good ways to make a decision.  For example:
You are trying to decide where to go for lunch.  You’ve narrowed it down to a sandwich shop or your favorite Chinese restaurant.  So, flip a coin, heads is sandwiches, tails is Chinese.  The flip turns up tails – Chinese.  If you find yourself saying, “Two out of three?” then you know where you really wanted to go.
Sometimes just backing yourself in to a corner can clear up any confusion you might feel.  That won’t work with payoff tables, unfortunately.  Well, actually it would, but it won’t satisfy my criterion for making a good decision.  When you make a decision in this class, you must:

· Use all available information,

· Use it correctly,

· Know why you made the choice you did, and

· Be able to explain your recommendation.

This brings us back to our payoff table (Table 1, below).  There was a lot of information in it before we developed the rules, and adding five more columns of information (plus the regret table) doesn’t seem to be an improvement.  Remember, though, that the new information is only there to help you understand the data in the payoff table.  So, let’s get started.
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Table 1: Payoff Table

Q:
How do you start analyzing a payoff table?

A:
With the first alternative.

D:
It sounds simplistic, but it is actually an important point.  You are writing an analysis, not a marketing report, so you must match your writing style to what you are trying to accomplish.

Q:
What is the difference between a marketing report and an analysis?

A:
In marketing, you are selling; in analysis you are reporting.

D:
Selling means you are trying to convince someone that your point of view is the correct one.  In doing this, you often gloss over the bad points of your recommendation and emphasize the good points.  Reporting (despite the bad name it has gotten from our newspapers and television) means presenting information in a non-prejudicial fashion, suppressing your own opinions and giving the reader all the information s/he needs to make his/her own decision.  This isn’t easy.


Another point is that a marketing report is not expected to be complete.  The reader expects that you will have winnowed out anything you thought was unnecessary.  An analysis, on the other hand, must be complete.  The reader is relying on that report as a basis for decision making and does not have time to repeat your work.  If you fail to include a risk or reward, then it will not be considered in the decision making process, and most likely a wrong decision will be reached.

Q:
How do you analyze the first alternative?

A:
Start with the rules.

D:
Consider the situation you are in.  You have been asked to make a recommendation and you are using a payoff table to make that recommendation.  Since you are using a payoff table, the odds are good that your reader is familiar with payoff tables in general, and with the decision rules that go with them.  The odds are also good that your reader is unfamiliar with the specific data of the problem you are analyzing.  Finally, your reader has only 15 minutes (maximum) to read your report, so you must present the information in a pattern that will be easy for your reader to absorb.  That means you must start with something the reader is ready to hear.


When I say your reader is familiar with the rules, I mean that s/he understands them and knows, in general, what they tell you about the data.  Another way to think of this is that the reader’s mind already has slots in it, ready to receive information about rules, but does not yet have slots ready to receive information about the data.  If we talk about the rules, what we say will fit easily into the existing slots in your reader’s mind, and this will create new slots, ready to receive more precise information about the data.  In essence, this is a way to introduce the reader to the data as painlessly as possible, which matches our goal of writing a report that can be absorbed in 15 minutes.

Q:
How do you analyze the rules?

A:
Take the interpretations of the rules that we talked about in the section “Introduction to Payoff Tables” and apply them to the data that you see.

D:
So, here’s the row for d1:
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Table 2: Decision Alternative d1

Notice that I have blacked out the data for the alternative.  That is because I don’t want you to look at the data, yet.  All you need to focus on for now are the rules.  We’ll get to the data later.


Move from the left to the right as you discuss the rules.  That’s the order they are presented in the table, so that is how your reader will expect them to be analyzed and there is little reason to do any thing else.  In the following paragraphs, italics will show what you would write as the analysis, while plain script will be my comments or explanations.  Here goes:


Best-of-the-Best (BoB) gives us the highest score on the table at 450, while Best-of-the-Worst (BoW) gives us the worst score on the table at -200.  Together, that means we have the widest possible data range for any alternative, which may be a cause for concern.
Q:
How do you know we have “the widest possible data range?”

A:
BoB collects all the highest payoffs from the table, and d1 had the highest of all those payoffs.  In the same way, BoW collects the worst payoffs on the table, and d1 had the lowest of those.  If you think of the payoffs as being arranged in order from highest to lowest, then that arrangement shows the total range of all the payoffs.  Alternative d1 goes from the top of that list to the bottom, so it encompasses the entire range, and no alternative could have wider range.


Things to notice: I repeat the actual values from the table in my sentences.  In a perfectly written analysis, the reader would not need to take his/her eyes off of the paragraph to look at the table.

Q:
Then why do we insert the table?

A:
In case the reader wants to study the table for any reason, such as disagreeing with your analysis and wanting to perform one of their own.  

D:
To continue (this section would be attached to the italicized section above):


The midpoint of the data range is 125 and the equally likely (EL) score of 106.25 is substantially below that, indicating that the payoffs are grouped to the low end of the range, which again is a matter of concern.
Q:
How did you get the midpoint of the data range?

A:
Add the BoB to the BoW (yes, I know it is negative, just do it) and divide by 2.

Q:
How do you know the EL is “substantially” below the midpoint?

A:
Such statements are always personal.  For me, knowing that the middle of the data range is 125, and knowing that averages tend to compress data (i.e. – averages show much less dispersion than the data), a 20-point difference, when I considered 20 as a percentage of 125, was enough to make me take notice.  That is why I said “substantial.”

Q:
What do you mean by “grouped to the low end of the range” and why is this a concern?

A:
The only way the average (EL) can be less than the midpoint is if most of the payoffs lie below the midpoint.

D:
The midpoint of a data range is exactly that, the halfway point between the highest value (BoB) and the lowest value (BoW).  The average (which we call EL) measures something different, where the data is clustered.  If the cluster is below the middle of the data range, then most of your payoffs must be below the middle.  Is that really where you want to find most of your payoffs?


An exception to this can be created by an outlier, but since the outlier would also be affecting the data range, that doesn’t happen all that often.  It never hurts, though, to check for that later on.


Things to notice: I did not refer to the data to confirm my interpretation of the EL.  That will come later.  That is also why I am not making absolute statements, saying, “that may be a concern” rather than “which is a concern.”  
Q:
Is dividing the data range in half (at the midpoint) the best way to group the data?

A:
Not particularly.  It is certainly one way, and it is important when looking at EL value, but a better way, perhaps, is to look for the natural groups within the data range.  
D:
To do this, list the data (payoffs, in this problem) from highest to lowest:


450, 350, 300, 250

125, 100, 75, 50, 25


-50, -100, -200

To save room, I went ahead and grouped the data.  There are no rules for creating these groups, you simply look for places where there is a big jump between one number and the next lowest.  I prefer this to creating quartiles, because quartiles can put into different groups two numbers that are very close together.  For this problem the quartiles would actually work, but consider a case where the upper quartile break is 75, and you have two data values of 76 and 74.  The quartiles put those numbers in different groups, but they are really very close, and given the likely inaccuracy of our estimating process (whatever we used to come up with the payoffs) there is most likely no significant difference between 74 and 76.  Thus, I prefer to look for natural groups (large gaps between one data value and the next) as opposed to calculating quartiles.

Q:
Do the numbers always fall neatly into groups, as our data did for this problem?
A:
Obviously not.  Often, determining which group a number belongs to is a matter of judgment – you simply must decide whether you feel a number is a higher reward (belongs in the higher group) or a lower reward (belongs in the lower group).  Since you are the one doing the analysis, you get to make that choice.

Q:
How many groups should we have?

A:
Three is good (high, middle, and low) when the data groups that way.  More than five groups is probably a waste of time (I’m not saying it couldn’t work, just that you are beginning to make some very fine distinctions).  Again, there are no rules for this.  Getting back to the analysis of the data:

The expected value (EV) score of 253.80 is the highest on the table and is significantly higher than the EL score of 106.25.  This indicates that we have a good match between our payoffs and the estimated probabilities on the futures we considered.
Q:
Why did you compare the EV and the EL?

A:
The EV weighs the payoffs with the estimated probabilities of each state-of-nature occurring, and we want to know whether the high payoffs got high weights (a good match) or low weights (a bad match).  Comparing to the EL is the fastest way to find this out.

D:
EL tells us where the data is clustered within the date range.  When the EV is above the EL, the only way that could happen is if the higher payoffs carried more weight than the lower payoffs.  Conversely, when the EV is less than the EL, then the lower payoffs must have the greater weights.  Since we would prefer our higher payoffs to be more likely to occur than our lower payoffs, we call EV being greater than EL a “good match.”


The 550 regret score was the worst on the table, which coincides with the ranking of the other conservative rule, BoW, where the score of –200 was also the worst on the table.  Thus, from a conservative point-of-view, we have reservations about this alternative.

We would normally expect two conservative rules to give the same recommendation and in this case they do.  This comparison is more interesting when the rankings do not agree, as we will see later on.  


This completes the analysis of the rules.  Once you know how to do this, it goes pretty quickly, just one, slightly long paragraph that the reader can browse through and absorb quickly.  The next step is to introduce the actual data values.  As you do this, keep referring back to the rules you have just discussed.

Q:
Why do we have to refer back to the rules?

A:
To build a link in your reader’s mind.

D:
As mentioned earlier, the reader’s mind is ready to receive information about the rules because s/he already knows about them.  Talking about the rules prepares the reader’s mind for further information about the data that the rules describe.  The data is new, however, so as we present it, we reinforce the links to the thing we know the reader understands – the rules.

Q:
How do you link the data to the rules?

A:
Introduce each data value and immediately tie it to one or more of the rules.  

D:
Be sure you select the data so that you can refer to the rules in the same order they are presented in the table, left to right.  Again, the reader will be more comfortable with this.  Also, since this is supposed to be introducing the data, mention the data first in each sentence, then mention the rule it is linked to.  Table 3 shows decision alternative 1, this time with the data revealed.
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Table 3: Decision Alternative d1

The best payoff for d1 is 450, and the worst payoff is –200, as shown in the BoB and BoW rules.  The remaining two payoffs are 100 and 75, rather at the low end in the middle range of scores, which explains why the EL of 106.25 was below the midpoint of the data range.  The probability of getting your highest score of 450 is 50%, the most likely future on the table, while the probability of losing the –200 is only 5%, the least likely future on the table.  This match up of weights and payoffs accounts for the EV score of 253.8 being so much higher than the EL of 106.25.  The remaining two payoffs, 100 and 75, have probabilities of 20% and 25% respectively, which had little, relative effect on the EV, because their weights are basically the same as the weights for the EL rule.  The regret score of 550 was caused by the –200 loss, which is why the two conservative scores were so closely aligned.

Things to note: I keep mentioning the numbers.  You are probably sick of the numbers (after all, you have been working on this problem for two weeks), but they are brand new to the reader and the repetition enables the reader to follow along a lot easier, without ever taking his/her eyes off of the paragraph.  Also, I introduced all eight numbers, four payoffs and four weights, and I did not simply list them.  I paired the weights with the payoffs, and gave the reader something to relate the data to: the rules that we have already covered and that s/he already understands.


Now that the reader has been introduced to the data, and has some understanding about some of the relationships within the parts of the data, it is time to actually perform the analysis.  This is where you identify and list all of the risks and rewards you can find within these eight numbers.  This may seem repetitious to you, but it isn’t.  Remember that the data is completely new to the reader, so even if a risk or reward seems obvious to you, it may not be to the reader.


This alternative has a highest payoff of 450, clearly a reward.  Conversely, a major risk for this alternative is the loss of –200.  The chance of earning the 450 payoff is 50%, a further reward, while the chance of losing the –200 is only 5%, which offsets the risk to some degree.  There is a 95% chance of a positive payoff, which is a reward, but looking at the numbers a different way, there is a 50% chance of a mediocre-to-negative payoff, certainly a risk.  Overall, I would classify this alternative as a moderate risk.

Things to note: All risks and rewards come from the data, not the rules.  You should never mention the rules in the risks and rewards paragraph.  If there is something in the rules that you really want to talk about, then find out what is causing it in the data, and identify the risk or reward from that.  I went from the simpler risks and rewards to the more complex, which is easier for the reader as s/he can see them build.  Repeat the data as you present each risk or reward and label it, so the reader isn’t left guessing as to whether something is a risk or a reward.  Finish with a simple statement of your perception of the overall risk-nature of the alternative.


We’ve finally finished analyzing the first alternative, so now things get repetitious.  We have to start all over again and analyze the second alternative.

Q:
Are all risks and rewards purely numerical?

A:
For this problem, yes, because I have given you no background information on the problem.  The more information you have about a problem setting, the more risks and rewards you can find by thinking about what the data means in terms of the setting for the problem.  This can vary widely, so I won’t try to give any examples, but you should be aware of this (and asking me questions) as you work on your cases.
Q:
How do we analyze the second alternative?

A:
In exactly the same pattern as we did the first, beginning with the rules, and then introducing the data, then stating the risks and rewards.  

Q:
Do we compare the second alternative to the first?

A:
No.  We must analyze each alternative without reference to the data or risks and rewards that we previously talked about.  

D:
What I’m requiring you to do is to analyze the second alternative as if it were the first, as if it were the only alternative in the table.  Remember, too, that you must be non-judgmental in your presentation; don’t let your preferences come through.  Present all the risks and rewards as clearly as you can.  The data and rules for decision alternative 2 are shown in Table 4:
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Table 4: Decision Alternative d2

Alternative d2 has the second highest best score, at 350, and the worst score is next-to-last at –100, giving a moderately wide data range.  The EL score of 156.3 is the best on the table and is substantially above the data range midpoint of 125, indicating the data clusters to the high end of the range.  90 for the EV score is in the middle and far below the EL, showing a poor match between the payoffs and the probabilities.  Finally, the regret of 450 is second best (as a result of a tie for first), while the BoW ranking is next to last, but is a tie for third, so both rules seem to indicate approximately the same ranking.


In the data, we see the highest payoff of 350 and the lowest of –100, as shown in the first two rules.  The other scores show a second high payoff of 300, which offsets the remaining score of 75 to create the high EL score of 156.30.  The 350 and 300, though, have only a 5% and 20% chance of occurring, respectively (the two lowest probability states-of-nature), which along with a 25% chance of the loss and a mere 75 as a payoff in the most probable future (50%) account for the low EV score of 90.  The regret is caused, naturally, by the loss of –100.


This alternative has a reward of a highest payoff of 350, and a risk of a lowest payoff of –100.  A second reward is that there are two payoffs that would be counted as outstanding, a 300 as well as the 350.  Looking at the probabilities, there is only a 5% chance of hitting the highest payoff of 350, which reduce the reward somewhat, and only a 20% chance of getting the second highest payoff of 300, reducing the reward even more.  The loss of –100, on the other hand, has a 25% chance of occurring.  This 1-in-4 possibility makes the risk substantially worse.  Overall, though, there is a 75% chance of a positive payoff (a reward), but a 75% chance of a mediocre or negative payoff, definitely a risk.  My overall classification of this alternative would have to be moderate to moderately high risk.


Notice how I tried to present the risks and rewards in the same pattern as with the first alternative (I had no choice with the rules and data, since we always move from left to right through the rules).  This doesn’t work perfectly, as there was a new reward (two high scores), but for the rest it was much the same presentation – though with different conclusions.

Q:
Why present the risks and rewards in the same pattern every time?

A:
This makes it easier for the reader, because they are able to anticipate, to a certain extent, what will come next.

Q:
Doesn’t this get rather boring after a while?

A:
Oh, it doesn’t take long at all to get boring.  It is necessary, though, to allow the reader to absorb the information as quickly as possible.  Remember, you are not writing literature; you are writing an analysis.

Q:
So, what does the analysis of d3 look like?

A:
Like this:

D:
The payoffs and rules for d3 are shown in Table 5.  By the way, it is not necessary to break the payoff table into pieces as I am doing.  I am doing it because I intersperse so many comments in the analysis, which may cause you to forget what is in the table.  Also, because I am teaching you to analyze a table, I want only the relevant portion of the table in front of you.
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Table 5: Decision Alternative d3

We have to be careful with this one, because we know it a very similar to alternative d2 but we must analyze d3 as if we had not seen d2.


Alternative d3 has a BoB score of 350, the second highest on the table, and a BoW score of –100, the next-to-last.  This creates a moderately wide data range, with a midpoint of 125.  The EL score of 150, second by only 6 points, is nicely above the midpoint, indicating the data is clustered to the upper end of the data range.  The EV score of 197.50 is also the second highest, and above the EL by a wide margin, indicating a good match between the payoffs and the probabilities.  Finally, the regret score of 400 is a tie for first, which seems rather contradictory to having the BoW score being a tie for next to last.  That will be explained later on.


Looking at the data, the highest payoff is 350 and the lowest is –100, as indicated by the BoB and BoW rules.  The second highest payoff is a strong, if not completely outstanding, 250, which offsets the final payoff of a mediocre 100 to give the close second EL score of 150.  As for the likelihood of the payoffs, the high 350 has a 25% chance of happening while the second highest 250 is in the most probable future with a 50% chance of occurring.  The loss of –100 has only a 20% probability (still a 1-in-5 chance) and the mediocre 100 payoff is in the least likely state-of-nature with only a 5% chance.  This matching of the highest percentages with the highest payoffs accounts for the high EV score of 197.50.  As for the apparent disagreement between the two conservative rules, it seems that this alternative’s worst score of –100, admittedly a major loss, occurs in a state-of-nature where the highest payoff is only 300, reducing the regret of the loss to the point where it can tie for first place.


The highest payoff of 350 is a good reward, and the second highest payoff of 250 is a second reward.  The loss of –100 is a definite risk, made somewhat worse by the 20% chance of incurring that risk.  The odds of hitting the two highest scores of 350 and 250 are 25% and 50% respectively, certainly an additional reward, though we might wish the probabilities were reversed.  Overall there is an 80% chance of a positive payoff – a reward – and only a 25% chance of a mediocre or negative payoff – a risk.  It involves a comparison to the data from d1, so I hesitate to mention it, but a further reward for d3 is that its second highest payoff of 250 falls in the same state-of-nature as the overall highest payoff on the table, reducing the regret for d3 by a significant amount.  Overall, I would say this alternative had a moderately low risk.
Q:
What is the analysis of d4?

A:
Here is the table for alternative d4:
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Table 6: Decision Alternative d4
D:
Alternative d4 has the next-to-last high score of 125, and the best worst score of +50, giving a minimal range of 75.  The midpoint of the data range is 87.5, exactly equal to the EL, indicating a uniform dispersion within the data range.  The EV score of 70 is less than the EL, substantially so for such a small data range.  Both of the conservative rules show d4 winning, though at 400 the regret score is somewhat higher than we would expect.


The high payoff of 125 and the low payoff of 50 agree with the first two rules, and the other two payoffs, 75 and 100, are evenly spaced within the range, as indicated by the EL rule.  The probability of the highest payoff, 125, is only 5%, the least likely state-of-nature, while the lowest payoff, 50, has the most likely chance of occurring at 50%.  , the middle two payoffs, 100 and 75, have 20% and 25% probabilities, respectively.  If we consider the payoffs as the two highest and two lowest, we see that the highest payoffs have the least chance of occurring, which explains the EV being less than the EL.  Having a positive lowest payoff explains the conservative nature of this alternative and why the Regret rule agrees so well with the BoW.


The major reward for this alternative is that it never loses money; the lowest payoff is 50.  The major risk is that there is no outstanding payoff; the highest payoff is only 125.  There is a 100% chance of a positive payoff, a reward, and a 100% chance of a mediocre payoff, a risk.  Further, the two highest payoffs have a combined probability of only 25%, while the two lowest payoffs have a combined probability of 75%.  The lowest payoff (50) has a 50% chance of happening, the most likely future, which must be considered a risk for this alternative.  Overall, d4 has a moderately low level of risk.
Q:
How do you analyze d5?

A:
You don’t; it’s dominated.

Q:
What does “dominated” mean?

A:
In a pair-wise comparison, no matter what state-of-nature occurs, one alternative is always preferred to the other.

D:
Table 7 (top of the next page) shows the full payoff table again.  What we will do is called a “pair-wise” comparison, which is simply an academic phrase for comparing alternatives two at a time.  You should have done this at the start of the analysis, not waited until now, but I put it off to avoid confusion and to let the table have a certain level of complexity during the initial analysis.  I am not going to repeat all ten of the pair-wise comparisons here.  I will do a couple so you can see what is going on, and then jump to the dominated pair.
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Table 7: Payoff Table


To find out if one alternative dominates another, simply look at their payoffs under each state-of-nature.  Keep track of who wins each comparison.  If you find that one alternative has won every comparison, then the continual loser is dominated.


Look at d1 and d2.  Under S1, d2 is preferred, because a payoff of 350 beats a payoff of –200.  Under S2, however, d1 is preferred, because a payoff of 450 beats a payoff of 75.  Thus, there is no domination between d1 and d2.  You would go on and compare d1 to each of the other three alternatives, each time concluding that no domination exists.  Let’s move ahead to the comparison of d2 and d4.  For S1, d2 wins (350 vs. 125).  The same is true for S2 and S3 ((75 over 50 and 300 over 100).  It would seem that d4 is dominated, except for the last state-of-nature.  In S4, d4 wins over d2 (-100 loses to 75).  All it takes is one state-of-nature, so there is no domination.


Now let’s look at d4 and d5.  Taking the payoffs in order, from S1 to S4, we have (125 over 100), (50 over –50), (100 over 50) and (75 over 25).  No matter where we look, d4 always has a higher payoff than d5.  At least for the four states-of-nature included in this table, d4 dominates d5.  

Q:
Are there any other states-of-nature we should consider?

A:
No, because of the assumption of exhaustiveness.

D:
Exhaustiveness, you may recall, is the assumption that you have a complete list of states-of-nature.  Well, if the list is complete, then the list includes all possible futures for this decision situation.  That means that no matter what happens in the future, d4 is always better than d5.

Q:
What do you do with a dominated alternative like d5?

A:
Discard it.

Q:
Does an alternative have to be dominated by all the other alternatives, or just one?

A:
Just one.

D:
This may seem wrong at first, so let’s think about it.  Is d5 dominated by, say, d1?  No, because in S1, -200 loses to 100.  Then how can you discard d5?  Any time d5 is preferred over another alternative, d4 will also be preferred, and will have an even better payoff.  For S1, d4 has a payoff of 125, which beats both d5 at 100 and d1 at –200.  So, throw out a dominated alternative, as soon as it is found.

Q:
Won’t that change the rankings of the rules, and therefore the analysis?

A:
Yes, that is why you should have checked for domination right at the start.  For now, just don’t worry about it.

D:
So, we’ve analyzed four alternatives and discarded one.  We still don’t know, though, which alternative to recommend.

Q:
How do you choose between the alternatives?

A:
Use a pair-wise comparison of the risks and rewards you identified in the analysis section.

D:
I want to use the image of a set of scales for this part of the decision-making process.  You know what scales are: you use them to see which of two things weighs more.  You put one item in a pan on one side and the other item in the pan on the other side, and the heavier side drops down.  You can, of course, have more than one item on each side.


We will compare two alternatives by looking at similar risks or rewards just as if they were weights on a scale, but it will be your level of risk tolerance that will decide who the overall winner is.  I actually want you to think of two scales: a smaller one that is used to compare a single risk/reward pair, and a larger one that will collect all risk/reward pairs as they come off the first scale.  The second scale will serve as our means of determining overall preference.  On the second scale, do not try to combine the ideas (adding or averaging the various risks or rewards).  Think of them as separate little weights, each unique, each adding its own little bit to the overall weight of its side.  We will refer to the second scale after each new risk/reward pair is evaluated on the first scale.  This means we will update our overall preference after introducing each new risk/reward pair.  We do this to allow our reader to see how we are making our choice.  It might also teach you a thing or two about yourself.

Q:
What do you mean by “a risk/reward pair?”

A:
Any risk or reward for one of the two alternatives under consideration, with its matching risk/reward from the other alternative under consideration.  

D:
We always work with matched pairs.  Sometimes, people want to compare alternatives by states-of-nature, but that really isn’t all that useful an approach.  Unless two alternatives have their payoffs falling into an exactly identical pattern in the states-of-nature (the same state-of-nature has the highest payoff for each alternative, and the same state-of-nature has the lowest payoff for each alternative, etc), then you end up comparing one alternative’s best payoff to the other alternative’s less-than-best.  What’s the point in that?  Different alternatives perform well in different states-of-nature.  What is interesting is comparing one alternative’s best payoff (wherever it occurs) to the other alternative’s best (wherever it occurs).  That’s what we will do.  


I’ll go back to using italics to show analysis and Table 8 shows the payoff table for d1 and d2, the first two alternatives we will compare.  I have discarded the rules because they are no longer relevant.  All risks and rewards that will be compared come from the data, not the rules.  You should never even mention the rules in during the comparison.  Please note that the preferences stated are my own – you need not agree with them.  Hopefully, I will write this so you can at least understand why I made the choices I made, regardless of whether or not you agree.

	 
	0.05
	0.50
	0.20
	0.25

	 
	S1
	S2
	S3
	S4

	d1
	-200
	450
	100
	75

	d2
	350
	75
	300
	-100


Table 8: Alternatives d1 and d2

Comparing d1 and d2, the highest payoff for each is 450 and 350, respectively, and d1 wins.  When we look at the lowest payoff, d1 has –200 and d2 has –100, a winner for d2.  Considering our overall preference, I prefer d2 because the risk of losing –200 outweighs the reward of gaining 450, so I am willing to give up 100 in profits to avoid the extra 100 in losses.  When we consider the probability of the highest payoff, d1 has a 50% chance of earning 450, while d2 has only a 5% chance of 350.  The preference is for d1, and overall, I am a little more inclined to d1, but I still prefer d2.  Looking at the chance of the lowest payoff, d1 has a 5% chance of losing –200, while d1 has a 25% chance of losing –100.  The preference is again for d1 and now my overall preference is for d1, as the low probability of the loss has offset the magnitude of the loss for d1.  Alternative d1 has a 95% chance of a positive payoff compared to a 75% chance for d2, increasing the overall preference for d1.  The chance of a mediocre or negative payoff is 50% for d1, but is 75% for d2, again reinforcing the preference for d1. Alternative d2 does have two outstanding payoffs (350 and 300), compared to only one for d1 (450), which is positive point for d2, though not enough to change my overall preference.  If we compare the probability of an outstanding payoff, however, it is 50% for d1’s one state-of-nature versus 25% for d2’s two states-of-nature, a final win for d1.  Overall, my choice is d1.

Things to note: I repeated the data yet again.  Is this boring?  Yes.  Is it repetitive?  Definitely!  Is it necessary?  Absolutely.  Also, I tried to go from the simpler comparisons to the more complex, just as when I presented the risks and rewards in the analysis.  As I said then, this is easier for the reader to follow, as s/he sees the risks and rewards build.  Third, I was complete: every risk and reward mentioned in the analysis is mentioned in the comparison.  Finally, by constantly referring to the overall comparison, I was able, in the last line, to simply state my preference.  No further explanation was needed, because all the explanations had been made in the paragraph.

Q:
What’s the next step?

A:
Take the winner of the first match-up and compare it to the next alternative.

D:
You thought things were boring and repetitive before, did you?  Well, now we have to take all those risks and rewards that we just compared for d1 and d2, and compare them again.  

Q:
What do we do with the losing alternative?

A:
Discard it.  

D:
There is no loser’s bracket in payoff tables, because of the assumption of mutual exclusiveness.  Should you be in a situation where you can pick more than one alternative, then you would have to do more comparisons, to find second place and third, or whatever else you need.

Q:
What does the comparison for d1 and d3 look like?

A:
The data is shown in Table 9, and the comparison follows:

	 
	0.05
	0.50
	0.20
	0.25

	 
	S1
	S2
	S3
	S4

	d1
	-200
	450
	100
	75

	d3
	100
	250
	-100
	350


Table 9: Alternatives d1 and d3
D:
The highest payoff for d1 is 450, winning over d3’s highest of 350.  Alternative d1 has a lowest payoff of -200, which loses to d3’s lowest of only -100.  Overall, I prefer d3 as the potential loss for d1 of -200 outweighs the potential gain of 450, so I am willing to accept the risk of losing -100 and give up 100 (450 down to 350) on the higher payoff.  When we consider the probabilities, d1 has a 50% chance of getting its highest payoff of 450, while d3 has only a 25% chance of getting the 350 payoff.  Alternative d1 wins this comparison, but it is not enough to change my overall preference.  The chance of a loss is 5% for d1 losing -200, and 20% for d3 losing -100.  For me, the low probability of losing money outweighs the amount of the loss and I prefer d1 in this comparison.  This was also enough to switch my overall preference to d1.  I am still unhappy about the amount of the loss, but the low probability of it occurring and the high probability of getting the highest payoff is enough to turn me toward d1.  When we consider the second highest payoff, d3 wins with a payoff of 250 versus 100 for d1.  This is not enough to make me change back to d3 as an overall choice, but the scales are nearly balanced.  When we look at the probability of an outstanding payoff, it is 50% for d1 (450) and 75% for d3 (350 and 250), a winner for d3.  I am now willing to accept the 20% chance of losing -100 to gain a 75% chance of a high-end payoff, so my preference has switched back to d3.  We might also consider that since d3’s second highest payoff of 250 occurs in the same state-of-nature as d1’s highest payoff of 450, this will, to some extent offset the pain of not choosing d1, again appositive point for d3.  The probability of a positive payoff is 95% for d1 versus 80% for d3, a winner for d1 but not sufficient to change my overall preference, as 80% is near to 95%.  The chance of a negative or mediocre payoff is 50% for d1 and only 25% for d3, a winner for d3 and sufficient to cement by overall preference for d3.

This was a complex comparison, because the two alternatives are very evenly balanced and my preference kept switching back and forth.  When this is true, I prefer a back-and-forth comparison to one that presents all the winners for one alternative then all the winners for the other, because I believe it makes it easier for the reader to see the essential balance between the two alternatives.  The all-one approach feels too much like marketing to me, and I am concerned about creating a bias in the reader’s mind.  You don’t have to agree with me on that, but that is my preference.

Q:
Do we now compare the winner, d3, to the next alternative, d4?
A:
Yes.

D:
Table 10 has the data for my final comparison of d3 to d4.  If you chose d1 in the previous comparison (which would be a perfectly correct decision), then you would be doing a different comparison, d1 to d4.  If I have time, I’ll add that comparison.
	 
	0.05
	0.50
	0.20
	0.25

	 
	S1
	S2
	S3
	S4

	d3
	100
	250
	-100
	350

	d4
	125
	50
	100
	75


Table 10: Alternatives d3 and d3

Looking at the highest payoffs, d3 has a payoff of 350 while d4 has a payoff of 125, a clear winner for d3.  Looking at the lowest payoff, d3 has a loss of -100, while d4 has no loss, just a lowest payoff of 50, a clear winner for d4.  Overall, while I am attracted to d3’s higher payoff, I find the prospect of not losing money outweighs the disadvantage of low payoffs, so my overall preference is for d4.  Considering the probabilities, d3 has a 25% chance if getting the highest payoff of 350, while d4 has a 5% chance of getting its highest payoff of 125.  The preference is for d3, but not enough to chance my overall opinion.  The chance of getting the lowest payoff is 20% for d3’s -100 payoff and 50% for d4’s payoff of 50.  In terms of the probability, my preference is for d3, but the fact that d4’s lowest is positive offsets the high probability to some degree.  My overall preference is still for d4, but it is weakening.  Alternative d4 has a 100% chance of a positive payoff, as implied earlier, while d3 has only an 80% chance, which doesn’t really change anything.  If we consider, though, that d4 has a 100% chance of a mediocre payoff, while d3 has only a 25% chance of a mediocre or negative payoff, then d3 looks a little better, and now my overall preference is a little more balanced.  The second highest payoff for d3 is 250, while for d4 the second highest payoff is 100, a clear advantage for d3, but not yet enough for me to prefer d3.  The probability of getting a high-end payoff is 75% for d3 (350 and 250) and 0% for d4, a winner for d3 and finally enough for my final overall preference to switch to d3.
Q:
Do we have to compare the winner to d5?

A:
No.

D:
Remember that d5 is dominated by d4.  Since I preferred d3 to d4, and since d5 is always worse than d4, I would automatically prefer d3 to d5.  

Q:
Do you even mention d5 in the analysis?

A:
Yes.

D:
I would mention it right up at the start of the analysis, when describing your table and telling the number of decision alternatives.  You could say something like, “There was another alternative considered, d5, but it was dominated by alternative d4 and is thus not shown in the table.  Domination, in this setting, means …”

Q:
If we don’t analyze d5, why do we have to mention it?

A:
So your reader doesn’t call you up to ask why you didn’t analyze it.

D:
If an alternative was obvious enough for you to consider and to place in the initial table (before discovering it was dominated), then it is obvious enough for your reader to think of on their own.  If the alternative is never mentioned, the reader may be left wondering why it wasn’t included, which is a waste of time for the reader.  The quick mention I outlined above prevents this from happening.

Q:
Are we there yet?

A:
Yes, we are finished with the analysis.

D:
That’s a lot of work for a simple decision, but think of what you have accomplished.  If anyone challenges your recommendation, you can explain to them precisely what you liked about your recommendation and precisely why you think it is superior to any of the other alternatives.  Remember that they may not agree with you (and if they outrank you, they win), but you can learn from that.  If they have a different opinion of the risk/reward tradeoffs, then use that to try to figure out your company’s risk tolerance, which is almost certainly different than your own.  This is how you work on getting promoted.

I have a couple of minutes, so I’ll attach the comparison of d1 and d4.
Q:
How do we compare d1 and d4?

A:
The payoff data for those two alternatives is shown in Table 11, with the comparison following:

	 
	0.05
	0.50
	0.20
	0.25

	 
	S1
	S2
	S3
	S4

	d1
	-200
	450
	100
	75

	d4
	125
	50
	100
	75


Table 11: Alternatives d1 and d3
D:
The highest payoff for d1 is 450, a clear winner over d4’s highest payoff of 125.  The lowest payoff for d1 is a loss of -200, as compared to d4’s lowest of a positive 50, a win for d4 and more than enough to make d4 my overall preference.  When we look at the probabilities, d1 has a 50% chance of its highest payoff of 450, while d4 has only a 5% chance of its highest payoff of 125, making d1 the winner for this comparison, but that is not enough to change my overall preference for d4.  The chance of the lowest payoff is only 5% for d1’s -200, but is 50% for d4’s 50.  Considering only the probabilities, d1 would be the winner, but including the amount of the loss for d1, I still prefer, overall, d4.  Alternative d4 has a 100% chance of a positive payoff, while d1 has a 95% chance, only a 5 percentage-point difference, but still, that is an important 5 points, so that is a winner for d4, if only a mild one and not making a real difference in the overall comparison.  Looking at the data differently, d1 has a 50% chance of a mediocre or negative payoff and d4 has a 100% chance of a mediocre payoff, which is a slight advantage for d1, making the comparison a little more even.  The chance of a high-end payoff for d1 is 50%, while for d4 that chance is 0%, a winner for d1 and just enough to tip my preference, slightly, to d1.  I now find that I can accept the minimal chance of loss (substantial though it is), for the pretty good chance of a high-end payoff.  I no longer find d4’s safety net of no losses sufficient to offset the risk of all mediocre payoffs, so my final, overall preference is for d1.

Again, that is a tough comparison.  It comes down to how much trust you have in your probability estimates, and I have argued that they are the least reliable numbers on the table.  I chose to interpret the 5% probability on S1 as saying, “We really don’t think this will happen, but are including it because it has such a drastic effect on d1.”  As such, I find d1 preferable to d4.


We still need to perform a sensitivity analysis, but that will be the next lecture.
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