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Purpose: Fast and accurate transit portal dosimetry was investigated by developing a density-scaled
layer model of electronic portal imaging device (EPID) and applying it to a clinical environment.
Methods: The model was developed for fast Monte Carlo dose calculation. The model was validated
through comparison with measurements of dose on EPID using first open beams of varying field sizes
under a 20-cm-thick flat phantom. After this basic validation, the model was further tested by applying
it to transit dosimetry and dose reconstruction that employed our predetermined dose-response-based
algorithm developed earlier. The application employed clinical intensity-modulated beams irradi-
ated on a Rando phantom. The clinical beams were obtained through planning on pelvic regions of
the Rando phantom simulating prostate and large pelvis intensity modulated radiation therapy. To
enhance agreement between calculations and measurements of dose near penumbral regions, convo-
lution conversion of acquired EPID images was alternatively used. In addition, thickness-dependent
image-to-dose calibration factors were generated through measurements of image and calculations of
dose in EPID through flat phantoms of various thicknesses. The factors were used to convert acquired
images in EPID into dose.
Results: For open beam measurements, the model showed agreement with measurements in dose
difference better than 2% across open fields. For tests with a Rando phantom, the transit dosime-
try measurements were compared with forwardly calculated doses in EPID showing gamma pass
rates between 90.8% and 98.8% given 4.5 mm distance-to-agreement (DTA) and 3% dose difference
(DD) for all individual beams tried in this study. The reconstructed dose in the phantom was com-
pared with forwardly calculated doses showing pass rates between 93.3% and 100% in isocentric
perpendicular planes to the beam direction given 3 mm DTA and 3% DD for all beams. On isocen-
tric axial planes, the pass rates varied between 95.8% and 99.9% for all individual beams and they
were 98.2% and 99.9% for the composite beams of the small and large pelvis cases, respectively.
Three-dimensional gamma pass rates were 99.0% and 96.4% for the small and large pelvis cases,
respectively.
Conclusions: The layer model of EPID built for Monte Carlo calculations offered fast (less than
1 min) and accurate calculation for transit dosimety and dose reconstruction. © 2012 American As-
sociation of Physicists in Medicine. [http://dx.doi.org/10.1118/1.4764563]
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I. INTRODUCTION

As a mechanism of external radiation delivery has been ad-
vanced by implementation of sophisticated techniques, such
as intensity modulated radiation therapy (IMRT) or volumet-
ric intensity modulated arc therapy (VMAT), verification of
delivered dose into a patient has been gaining more impor-
tance. As a result, continuous efforts have been made in the

developments of dose verification techniques using online
measurement devices.1–6 In these efforts, the use of an on-
board imager, electronic portal imaging device (EPID), has
been receiving wide interests as it offers dosimetric measure-
ment with superior spatial resolution as well as portal imaging
performance.5–13

Comparisons between measurements and treatment plan-
ning calculations on EPID are widely used in verification of

7593 Med. Phys. 39 (12), December 2012 © 2012 Am. Assoc. Phys. Med. 75930094-2405/2012/39(12)/7593/10/$30.00

http://dx.doi.org/10.1118/1.4764563


7594 Jung et al.: Transit dosimetry using density-scaled layer model of EPID 7594

dose delivery using EPID without patient involve-
ment.5, 6, 14–16 The absence of patient makes the verifica-
tion simple in terms of measurement and calculation, but
such verification does not allow evaluating dose distributions
in patient.

In order to take real patient into account, therefore,
dose verification using transit imaging has been widely
performed.6, 7, 10–12, 17–19 In this regards, several dose verifica-
tion techniques using transit images have been proposed that
include transit image evaluation13, 15, 16 and dose reconstruc-
tion in patient volume.14, 17–19

For dosimetry using transit imaging and dose reconstruc-
tion alike, computation models and associated algorithms
play critical roles in prediction of portal dose image accu-
rately. Efforts have been, therefore, made to develop them for
EPIDs based on liquid-ion-chamber (LIC) matrix and amor-
phous silicon (aSi)-based flat panel. When LIC-based EPIDs
were introduced, investigators successfully developed compu-
tational models (i.e., homogeneous models) and algorithms
for it achieving comparable results to film or ion-chamber
measurement.7–11, 13, 14 This was possible because the LIC-
based EPID responds water-equivalently.

While the LIC-based EPID has been diminishing from
clinical use, aSi-based EPIDs have become more popular
portal imagers due to their superior imaging capabilities.
Although the addition of high-atomic-number components of
aSi-based EPIDs enhances imaging performance, it works
counter-productively in reproducing water-equivalent dose.
Furthermore, bringing patient into portal imaging calculation
introduces difficulty in predicting the transit EPID image due
to scattered radiation that increases as the patient thickness in-
creases. Overcoming such disparity and difficulty have been
at the center of investigators’ efforts on developing accurate
and fast EPID models and calculation algorithms. Addressing
this issue, McCurdy et al.20, 21 have predetermined dose depo-
sition kernels on a build-up metal and phosphor (gadolinium
oxysulfide) layers of aSi-based EPID. They modeled portal
dose images then by convolving the kernels to photon fluences
that were separately predicted between primary and scattered
photons in the plane of EPID. The prediction of the scat-
tered photons was based on predetermined scatter kernels by
Monte Carlo calculations on flat phantoms of various thick-
nesses. On the other hand, in order to extract the primary pho-
ton fluence from EPID measurements, Patridge et al.19 have
employed measured parameters and precalculated scatter ker-
nels (Monte Carlo) in a relation22 of portal dose images to
primary and scatter components. Employing an additional it-
erative model23, 24 that relates the primary to the scatter com-
ponent, the primary fluence was then determined and subse-
quently used to calculate dose in a patient.

Predetermination of the scatter contribution to portal dose
images was continued by van Elmpt et al.25 They have used a
lateral scatter kernel that was calculated from phantom-scatter
measurements to extract primary energy fluence from portal
dose images obtained without a patient object. The primary
fluence after ray-tracing was later used to calculate inphan-
tom doses. van Elmpt et al.12 additionally performed dose re-
construction employing the predetermined kernel and the lat-

eral scatter kernel discussed above. Steciw et al.26 have also
predetermined dose deposition kernel in the phosphor layer
of the EPID. They extracted primary fluences by deconvolv-
ing EPID dose images obtained without a patient object with
the kernel, and used them for dose calculation in the patient.
Jarry and Verhaegen27 have modeled the EPID in detail us-
ing the BEAMnrc Monte Carlo code system and predeter-
mined dose deposition in the phosphor layer. By using scat-
tered EPID dose images from patient’s planning images, they
extracted primary photon fluences from treatment EPID im-
ages, through which dose was reconstructed.

The approaches by the above investigators on transit
dosimetry or dose reconstruction involving patient are in-
direct dose prediction methods based on fluence and dose-
deposition-kernel-based modeling and are characterized by
how the scatter component of photons that reaches EPIDs
is modeled. They used either measurements or calculations
to predetermine the scatter component in terms of kernels or
other parameters in the dose model of EPIDs. In this regard,
instead of employing such indirect dose prediction models,
the direct prediction of the EPID dose image, through full
radiation transport calculations of the energy deposition by
all contributing particles including primary and scattered pho-
tons and electrons, may be a reasonable alternative and a more
accurate approach to consider.

This study intends to directly predict the EPID dose image
under patient and reconstruct dose in patient utilizing full par-
ticle transport for portal image as well as patient dose calcula-
tions. The full particle transport is designed to offer accurate
and relatively fast primary and scattered photon transport cal-
culations through patient and air gap, down to EPID. Details
of the EPID dose image prediction and dose reconstruction
are described in our prior work.18 The calculation down to
EPID with a patient, however, requires much higher comput-
ing resources (time and accuracy) than the calculation without
patient. In order to achieve fast calculation of portal dose us-
ing a Monte Carlo code, XVMC (Ref. 28) was employed in
calculation of patient dose and EPID image. In order to over-
come the lack of modeling of high-atomic number elements in
XVMC, a density-scaled homogeneous layer model of EPID
is introduced and an appropriate commissioning method using
a meta dose quantity is proposed. For this purpose, this study
aims at appropriately modeling the EPID for image prediction
and applying it to clinical use such as transit portal dosimetry
and dose reconstruction.

II. MATERIALS AND METHODS

II.A. EPID modeling with XVMC

II.A.1. Homogeneous layer model

Because XVMC was originally developed for Monte Carlo
dose calculation in voxelized tissue-like media, it does not of-
fer physics model of high-atomic number materials, such as
phosphor and copper plates, that constitute an amorphous sili-
con imager.28 It also limits physical modeling of imager’s thin
parts into fixed-size voxelized geometry. Therefore, in order
to build a model of imager using XVMC, the imaging part
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FIG. 1. EPID model in XVMC. A simplified diagram of the homogeneous
EPID model is provided in this figure and the actual modeling employed
details (material content, thickness, and density) from the manufacturer. The
Phosphor was based on Gadolinium Oxy Sulfide.

of Varian’s aS1000 (Varian Medical Systems, Inc., Palo Alto,
CA) was scaled into multiple homogeneous layers with ef-
fective densities as shown in Fig. 1. We chose 2.5 mm as the
voxel dimension in the direction of beam through the patient
to the portal imager. Homogenizing process of each layer ad-
justed the thickness of imager elements to the nearest multi-
ples of the voxel dimension and scaled the density of imager
elements to the effective density which restores the same area
density of elements (details are available by Varian Medical
Systems, Inc., Palo Alto, CA).

Very thin layers of the original elements were not included
in the model except those associated with high density. Thin
layers with high densities were fitted to the smallest avail-
able layer thickness, i.e., 2.5 mm by the density scaling. A
uniform slab layer below the EPID was used without de-
tailed modeling of the supporting arm as supported by Siebers
et al.5 Because the response of the light sensor is proportional
to energy deposition in the phosphor, the EPID dose image
was computed by acquiring the energy deposition scored in
the phosphor. The EPID model using XVMC was validated
through comparison with measurements for various sizes of
open fields with a flat phantom.

II.A.2. EPID calibration

In order to relate images acquired in EPID to the dose cal-
culated in the above model, the images needed to be calibrated
and converted into dose. First of all, variant pixel outputs
of EPID were corrected following a step utilized by Siebers
et al.5 Portal images were acquired in an integrated dose ac-
quisition mode of Varian IAS3 software on a Varian aS1000
under a 6 MV photon beam from a Varian Clinac 23iX (Varian

Medical Systems, Palo Alto, CA). A flood field (an open beam
of 22.0 × 16.4 cm2) was flattened by passing through a 20 cm
thick water-equivalent solid phantom on couch at a distance
of 90 cm SSD. The EPID was positioned at a large source-
to-detector distance (SDD) of 185 cm, so that the flat beam
profile could uniformly cover the imager. The use of such
flat flood field enables measurement of actual beam horns on
beam profiles.

After the flood field calibration, an image-to-dose calibra-
tion was performed. This calibration will convert acquired
images to meta (dose) images to be compared with XVMC
calculated images. An open field covering the whole imaging
area was measured in EPID and calculated in the EPID model
that was positioned at 150 cm SDD under a 20 cm solid
water flat phantom (RMI phantom, Gammex R©, Middleton,
WI, 40 × 40 cm2 area) at 90 cm SSD. For calculation, the
flat phantom was CT-scanned and imported into the XVMC
code. The dose calculations were performed throughout this
study at the resolution of 0.25 × 0.3 × 0.25 cm3 which could
offer statistically reliable results in a reasonable amount of
calculation time. The calculated dose profiles were resampled
by using bicubic interpolation in the MATLAB software (The
MathWorks Inc., Natick, MA) to match the resolution and di-
mensions of the MC calculated EPID signal to the measured
signal. The measured images were then aligned with the cal-
culated profiles using an inhouse image alignment tool based
on least-square optimization. The ratio of calculated image
to measured image constituted a two-dimensional matrix of
image correction factors as shown in Eq. (1). To cover the
maximum area, a largest open beam (22.0 × 16.4 cm2) that
covers the imaging plate of EPID was employed for this study

CMn(i, j ) = OFcalc(i, j )

OFm(i, j )
, (1)

where, i and j are spatial indices in the cross- and inplane-
directions of aS1000, respectively; OFcalc(i, j) is the
calculated pixel dose at i and j on XVMC dose plane for the
open field; and OFm(i, j) is the measured pixel value at i and
j on EPID image for the same field. Note that OFcalc(i, j)
and OFm(i, j) are normalized quantities, and thus CMn(i, j)
do not assume any absolute output ratio value. An absolute
value was given to CMn(i, j) by the ratio of OFref

calc to OFref
m

averaged over the central 1 × 1 cm2 area of EPID image for
the reference field (open 20 × 20 cm2 field) under a 20 cm
flat phantom as shown in Eq. (2),

CM(i, j ) = CMn(i, j ) × OFref
calc

OFref
m

, (2)

where CM(i, j) is the calibration matrix that converts pixel
values of EPID images into meta (dose) values. In theory,
adjustment of output is not necessary if the calculation
model is perfect. The simplified model of EPID geometry
and materials used in this study provides a small field-size
dependence of output variation (<2%), justifying the use of
one representative field for output ratio determination.

Application of CM(i, j) to measured images Im as shown
in Eq. (3) converts them to dose in EPID,

E_corrected(i, j ) = Im(i, j ) × CM(i, j ), (3)
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where E_corrected(i, j) is the corrected pixel dose at i and j;
Im(i, j) is the measured pixel value at i and j on the EPID
image. This process contributes to minimizing the discrepan-
cies between measured and calculated images in EPID that
could originate from the limitations of the calculation model
from the treatment accelerator head to the EPID. Note that
this favorably compromises the asymmetric image responses
of aS1000 along inplane direction due to the presence of the
supporting arm for dose evaluation because such asymme-
try was calibrated to a symmetric, calculated dose profile on
the layer model with which measured EPID images are com-
pared. Note also that this asymmetry is not a serious problem
because backscattered photons are much less significant than
forwardly scattered photons from phantom.29

Although the layer model of EPID offers fast calculation,
the fact that layers of high-atomic number elements were
modeled to thicker dimensions limited by the utilized voxel
size and high-atomic numbers were not modeled may have
caused smoother penumbra profiles than measurements. To
improve the penumbral agreement, E_corrected(i, j) were con-
voluted using a Gaussian kernel as shown in Eq. (4),

E_convoluted(i, j ) = E_corrected(i, j ) ⊗ K(i, j ), (4)

where K(i, j) is a convolution kernel; E_convoluted(i, j) is a con-
voluted meta (dose) image. The convolution kernel was pre-
determined by conv2 command of MATLAB for a standard
field of 10 × 10 cm2 until the best agreement is achieved in
penumbra by iteratively adjusting the standard deviation term
of the Gaussian kernel (determined to be 1.2), and then ver-
ified across various field sizes (5 × 5 – 20 × 20 cm2). Note
that quantity of the convoluted meta image is dose to imaging
layer in the XVMC model. The calculated dose image and the
meta dose image were compared as shown in Fig. 2.

II.B. Validation of EPID model

II.B.1. Open fields on flat phantom

The EPID model was validated through measurement em-
ploying open fields and flat phantoms as a first step of valida-

FIG. 2. Comparison of profiles in EPID that were corrected from mea-
surements (E_corrected), processed thru convolution (E_convoluted), and Monte
Carlo (MC)-calculated for 10 × 10 cm2.

tion. Images were calculated and measured for several open
fields (5 × 5, 7 × 7, 10 × 10, 15 × 15, 20 × 20 cm2) on the
EPID that was placed at 150 cm with a 20 cm-thick phantom
(simulating patient) at 90 cm SSD. The EPID images Im in
DICOM format were transferred to a local computer for
processing based on the above equations which were pro-
grammed in inhouse MATLAB scripts. Comparison between
computation and measurement of EPID images was done by
profile overlaying in inplane and crossplane directions. The
maximum difference of EPID images was calculated within
the central 80% of the field width. In order to determine the
variability of image agreement to calculated dose with the
phantom thickness changes, the phantom thicknesses were
additionally varied from 10 to 38 cm.

II.C. Application

II.C.1. IMRT fields on Rando phantom

The clinical application of the EPID model in the tran-
sit dosimetry was done using a Rando phantom and clinical
IMRT fields. A computed tomography (CT) image of Rando
phantom was acquired and converted into a voxelized patient
volume using a CT number-to-density table. The volume was
then combined with the EPID model for XVMC simulation.
Inhouse software was used in these processes.

Two IMRT plans were created for prostate and pelvis can-
cer in Rando phantom for demonstration of the transit dosime-
try using EPID images. Five fields IMRT was optimized for
prostate cancer treatment with the maximum field size of
10 × 6 cm2 representing a small field size. Four fields IMRT
was optimized for pelvis cancer treatment with the maximum
field of 14 × 16 cm2 representing a medium-to-large field
size. The Rando patient was set on couch at 92.0 cm SSD
and the EPID was placed at 150.0 cm as a normal mega-
voltage imaging position. Figure 3 is a screen capture dis-
playing crosssections of the patient and the EPID in XVMC
modeling. XVMC simulated photons and electrons enter-
ing into and exiting from the patient volume. The exiting

Phantom 

EPID layers 

FIG. 3. Computation setup of phantom and EPID in the XVMC code. Under
the Rando phantom are EPID layers that are shown in detail in Fig. 1.
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particles travel air until they reach and interact in the EPID.
Comparison between computation and measurement of two-
dimensional EPID image as well as profile comparison and
gamma analysis30 was performed. The dose images were
imported into MapCHECK software (Sun Nuclear, Inc.) for
evaluation.

II.C.2. Dose reconstruction: Advanced clinical use

For each field, following the methods and steps entailed in
the dose reconstruction process in our prior work,18 dose re-
construction was performed. Equation (5) and following ex-
planations briefly describe how to reconstruct patient dose
P using a meta dose image of EPID from measurement
E_convoluted and precalculated dose responses in patient Rp and
in EPID Re,

P = Rp /Re · E_convoluted, (5)

where the underline of each term imply matrix. The linearity
is provided by full-scope Monte Carlo response calculation
of a treatment condition defined by beam delivery parameters
(MLC positions), a patient, and EPID. Dose reconstruction
steps based on the method included (A) forward calculation
of two-dimensional dose responses in EPID, Re, and three-
dimensional responses in the phantom, Rp, for each beam used
in treatment delivery; (B) measurement of transit radiation in
EPID Im and image processing through Eq. (4); (C) forward
calculation of dose image in EPID and comparison with mea-
sured dose image E_convoluted for validation of radiation deliv-
ery (note: transit dose images can be constructed by convolv-
ing the precalculated Re by the intensities of a given field);
(D) inverse reconstruction of dose in patient, P using
Eq. (5). The entire beam opening was modeled as one beam
(i.e., global beam calculation discussed later). For the above
calculations, a Varian 120 leaf MLC model in XVMC was
used, that contains tongue-and-groove and rounded leaf tip
modeling. The reconstructed and forward-calculated 3D dose
profiles were compared by using dose volume histogram and
2D and 3D gamma analyses.

III. RESULTS AND DISCUSSIONS

III.A. EPID modeling with XVMC

The layer model of EPID was developed, calibrated, and
processed by convolution as discussed in the method sec-
tion. Figure 2 compares profiles in EPID that were di-
rectly measured (E_corrected), processed through convolution
(E_convoluted), and MC-calculated for 10 × 10 cm2 field size.
The MC calculation overestimated dose outside penumbra
after convolution, while the overestimation was less than
4% of the maximum dose. The figure showed good agree-
ment within 1% between the calculation and the measure-
ment in open-beam and penumbral areas. When the com-
puting speed (i.e., CPU upgrades and multiple processing)
reaches to an acceptable level for clinical use, we may be
able to model elemental composition of EPID directly under
patient.

FIG. 4. Beam profile comparison of phosphor (a) and copper (b) layers with
different thicknesses. The actual phosphor and copper thicknesses in EPID
and 0.25 cm were compared. A beam of 6 MV and 10 × 10 cm2 was used.

Figure 4 shows profile comparison between the layers of
the actual phosphor and copper thicknesses (a propriety infor-
mation, Varian Medical Systems, Inc.) and the density-scaled
layers to fit one voxel dimension (0.25 cm). The dose sam-
pling distance was 100 cm to the layer of phosphor under the
irradiation of 6 MV beam with 10 × 10 cm2 field size. As the
thicknesses increased to 0.25 cm, it is natural to expect x-ray
path length increase and electron spread. However, the figure
shows otherwise, implying that the spatial spread in our EPID
model is due to the lack of elemental composition modeling.
The convolution in Eq. (4) corrects for such limitation of the
model.

III.B. Validation of EPID model

III.B.1. Open fields on flat phantom

The dose responses at phantom and EPID throughout
this study were calculated on dual six core 2.93 GHz In-
tel XEON CPUs and 12.0 GB RAM. The calculation time
was less than 1 min per beam. Figures 5 and 6 compare
measured (E_corrected and E_convoluted) and calculated profiles
at 150 cm in the directions of cross- and inplanes, respec-
tively, of open fields of various sizes under a 20-cm phan-
tom at 90 cm SSD. Note that these are absolute dose com-
parisons between the two. The observed agreement was
better than 2% within infield regions. The maximum differ-
ence was observed for 5 × 5 cm2. The small deviation ob-
served in Figs. 5 and 6 can be attributed to the statistical
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FIG. 5. Beam profile comparison in the crossplane direction between calcu-
lations (XVMC) and measurements (E_corrected and E_convoluted) at 150
cm under a 20-cm flat phantom for various field sizes. The measured profiles
have been processed through convolution. The phantom was placed at 90 cm
SSD. The profiles are for field sizes of 5 × 5, 7 × 7, 10 × 10, 15 × 15, and
20 × 20 cm2.

uncertainty of the MC simulation and the imperfect agree-
ment near the penumbrae.

Even when phantom thicknesses were varied, for each
phantom thickness the agreement was achieved within 2.0%
difference across infield regions for various field sizes. The
layer model of EPID without modeling elemental composi-
tion and backscatter such as the arm structure could provide
an acceptable agreement. The thickness variation between 20
and 38 cm caused 4%–5% image-to-dose response variation
of the EPID model developed in this study as shown in Fig. 7.
The thickness-dependent calibration factors in Fig. 7 that cor-
responds to the average external thickness of the phantom and
the field size for each IMRT beams were, therefore, used.
Such thickness determination has a minimal impact on the

FIG. 6. Beam profile comparison in the inplane direction between calcula-
tions (XVMC) and measurements (E_corrected and E_convoluted) in EPID
at 150 cm for various field sizes under a 20-cm flat phantom. The measured
profiles have been processed through convolution. The phantom was placed
at 90 cm SSD. The profiles are for field sizes of 5 × 5, 7 × 7, 10 × 10, 15 ×
15, and 20 × 20 cm2.
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FIG. 7. Image-to-dose conversion factor of EPID dependent on phantom
thicknesses. The data are normalized to the datum for 20 × 20 cm2 (set to
one).

calibration as the thicknesses of the phantom near the irradi-
ated site vary a little.

III.C. Application

III.C.1. IMRT fields on Rando phantom

Figure 8 demonstrate the accuracy of the EPID model
which was developed in this study and validated in Figs. 5
and 6. Figure 8 compares the calculated dose distribution with
the measured, E_corrected and E_convoluted in EPID for an IMRT
beam of a 6 MV photon that was incident on the Rando phan-
tom from the anterior-to-posterior direction. The calculated
dose agreed well with the measured dose in the infield region.
In the comparison, 91.8% and 97.3% of dose points passed the
gamma test given the criteria of 3% DD and 4.5 mm (equiv-
alent to 3 mm at 100 cm) distance-to-agreement (DTA), re-
spectively. For the gamma test, we have used dose evaluation
software in MapCHECK (Sun Nuclear, Inc., Melbourne, FL).

III.C.2. Dose reconstruction

Figure 9 compares the reconstructed dose distribution with
the forward-calculated dose distribution in the perpendicular
isocentric plane to the beam direction within the Rando phan-
tom for the same beam. They agreed well in the infield region.
In the comparison, 96.7% of dose points passed the gamma
test given the criteria of 3% DD or 3 mm DTA. We have only
included the dose points greater than 10% of the dose maxi-
mum for the evaluation.

Table I shows Gamma pass rates for all beams tested in
this study in EPID and within the Rando phantom in both
perpendicular and axial planes. They varied between 90.8%
and 98.8% given the criteria of 3% DD and 4.5 mm DTA in
EPID and between 93.3% and 100% dose points given 3%
DD or 3 mm DTA in the phantom. The variance was between
91.8% and 98.1% when the kernel was not convolved [Eq. (4)]
in EPID. Figure 10 shows the composite reconstructed dose

Medical Physics, Vol. 39, No. 12, December 2012
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FIG. 8. Dose distribution comparison in EPID for an IMRT beam incident from 0◦ angle. Horizontal and vertical indexes are pixel numbers. (a) Measured
dose distribution (E_corrected), (b) measured dose distribution after convolution (E_convoluted), (c) calculated dose distribution, (d) dose profile comparison at
y = 49. The dose points above 10% isodose line were selected for quantitative dose evaluation.

TABLE I. Pass-rates(%) of forwardly calculated and reconstructed doses for IMRT beams. In EPID, both mea-
sured dose images (E_corrected and E_convoluted) were employed for comparison. The dose points above 10%
isodose line were selected for quantitative dose evaluation. The criteria of 3% DD and 4.5 mm DTA were used
for evaluation of forward-calculated dose in EPID at 150 cm. The criteria of 3% DD and 3.0 mm DTA were used
for evaluation of reconstructed dose in an isocentric plane at 100 cm within the phantom.

E_corrected/E_convoluted
in EPID (150 cm)

in Phantom (isocenter)

Perpendicular plane Axial plane

Prostate AP(0◦) 91.8%/97.3% 96.7% 97.4%
LAO(33◦) 94.4%/93.1% 93.3% 97.6%
LPO(97◦) 94.6%/98.8% 100.0% 99.6%

RAO(327◦) 93.7%/98.4% 99.6% 98.4%
RPO(263◦) 94.6%/96.1% 100.0% 95.8%
Composite 98.2%

Whole pelvis AP(0◦) 95.5%/97.0% 96.2% 99.9%
LL(90◦) 85.5%/90.8% 99.1% 99.9%
PA(180◦) 92.0%/94.7% 95.9% 99.1%
RL(270◦) 92.3%/95.1% 94.0% 99.9%
Composite 99.9%
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FIG. 9. Dose distribution comparison on an isocentric plane in the Rando phantom for an IMRT beam incident from 0◦ angle. (a) Calculated dose distribution,
(b) reconstructed dose distribution, (c) dose profile comparison at y = 49. The dose points above 10% isodose line were selected for quantitative dose evaluation.

distribution compared with the forwardly calculated dose dis-
tribution for the small and large prostate cases. Figure 11
shows anatomical evaluation of the reconstructed dose dis-
tribution in terms of dose volume histogram comparing it
with the forward distribution for each organ of interests. The
pass rates of 3D gamma (3%, 3 mm, 10% threshold) were
99.0% and 96.4% for small field and large field, respectively.
The reconstructed dose distribution agreed well with the for-
ward calculated dose profiles. The layer model developed in
this study combined with the convolution resulted in fast and
reasonably accurate calculation of dose deposition in EPID
and dose reconstruction in phantom as well. Our method of
dose reconstruction can construct forwardly calculated doses
in EPID, through the use of dose responses that were prede-
termined for dose reconstruction.18 So, it can perform both
transit dosimetry and dose reconstruction as well. Note that
the accuracy (or agreement) of dose reconstruction generally
reflects that of the forward transit dosimetry, which is due to
the linear nature of the reconstruction algorithm.18 However,
when transit dosimetry generated disagreement in penumbra
to the extent depicted in Fig. 2, the reconstruction algorithm
based on direct inversion from dose image in EPID to inphan-

tom dose tends to enhance error (disagreement) in penumbral
areas. This leads to low pass rates for relatively small radia-
tion fields in which penumbral areas take a major part of the
entire irradiated areas. Therefore, the reconstruction without
the kernel use was not pursued. This poor performance did
not come from the EPID model we developed, but the dose
reconstruction algorithm we have employed.

As a part of the global beam calculation processes for dose
reconstruction in this study, the calculation voxels in EPID
were later resized, such that they are aligned to the voxels
in phantom along beam emission/divergence lines. This was
necessary to computationally match the matrix dimension of
each term in the equation for dose reconstruction and to es-
tablish a relationship between the responses in phantom and
EPID. Such implementation of the global beam calculation
offered faster calculation. Note that the virtual beamlet calcu-
lations on which our previous work is based18 and the global
beam calculations produce in principle identical results of
dose reconstruction to each other only limited by calculational
noise characteristics.

The motivation of this research was to achieve maximum
accuracy by employing full particle transport and at the same
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FIG. 10. Comparison of the forwardly calculated dose distribution (thick)
with the inversely reconstructed dose distribution (thin) for (a) small field
plan and (b) large field plan.
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FIG. 11. Dose volume histograms for (a) small prostate case and (b) large
pelvis case.

time to achieve a relatively fast calculation in transit dosime-
try and dose reconstruction. Therefore, we have developed a
density-scaled layer model of aSi EPID without modeling el-
emental composition within the framework of Monte Carlo
calculations based on XVMC code. Within this motivation,
the layer modeling has greatly exploited the speed of calcu-
lation, while the utilization of the Gaussian kernel improved
the overall agreement in EPID. Note that the use of the precal-
culated kernel (to account for the influence of scattering) has
been adopted by other studies (discussed in the Introduction)
in which convolution dose calculation has been used with
the kernel. The kernel this study has employed is different in
concept.

It is not possible to directly compare our study with the
prior studies discussed in the Introduction in terms of accu-
racy and time of calculation, unless one uses the same con-
dition of calculation such as radiation fields, phantom, the
distance to EPID, methods of evaluation, and computing al-
gorithms. The accuracy of our EPID model, however, can
be clearly and independently shown by Figs. 5–7 which em-
ployed open fields and a flat phantom. The accuracy of the
EPID model determines the accuracy of transit dosimetry and
dose reconstruction.

IV. CONCLUSION

This study has developed a density-scaled layer model of
EPID and applied it to transit dosimetry and dose reconstruc-
tion using our algorithm of dose reconstruction.18 The model
is based on layer description of actual components of EPID
while using the densities of actual components within the
XVMC code for fast calculations (less than 1 min for a beam).
The use of layer modeling of EPID components produced dis-
crepancies in penumbra dose calculations. This was reduced
by a few percent by imposing a Gaussian kernel to measured
EPID dose images. The developed model with the kernel was
successfully utilized with full-scope Monte Carlo calculations
for accurate and fast forward validation of radiation delivery
in EPID and inverse dose reconstruction in a patient. The use
of field-size independent, but phantom-thickness dependent
calibration factors (image to dose) may be further optimized
and simplified. The developed model with our algorithm of
dose reconstruction18 may find its use with the ongoing uti-
lization of EPID and Monte Carlo methods for treatment
planning.
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